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AP STATISTICS EXAM FORMAT 
 

SECTION 1: 40 Multiple Choice, 90 Minutes 
Worth 50 points – take # of correct answers and multiply by 1.25.  

 
General scores to aim for:  

- If you want a 3: 25 or more correct 
- If you want a 4: 28 or more correct 
- If you want a 5: 32 or more correct 

 
SECTION 2: 6 Free Response Questions, 90 Minutes 

Worth 50 points.  
 

The first 5 FRQs are scored out of 4 points each, and your score on each one gets multiplied by 1.875.  
 

The last FRQ - #6 – is worth 4 points, but your score gets multiplied by 3.125. It is usually significantly longer 
and may have a couple of very difficult portions.  

 
STRATEGY AND HOW NOT TO USE YOUR STUDY TIME 

 
FRQ Strategy 

#1 or #2 is usually the easiest question. Find it and knock it out.  
 

Go check out #6. Do the parts you understand and try to get at least a point.  
 

Go back and do the rest of #1-5 in order of what you find easiest.  
 

If you have remaining time, spend it either finishing #6 or polishing up your #1-5. 
 

SCORES TO AIM FOR 
3: 40-44 
4: 56-60 
5: 70-72 

 
HOW NOT TO USE YOUR STUDY TIME 

 
I can’t tell you how or what to study, but I can recommend how not to study.  

 
Are you just trying to pass the exam? Don’t waste your time working on the #6s. Focus on the fundamentals. 

 
Do you feel weak in a particular unit? Don’t spend all of your time on it – mix it up.  

 
Do you feel better at MC than FRQs, or vice versa? Don’t spend all of your time on either one – mix it up. 

 
The AP exam can cover anything, so you don’t want to put all of your eggs in any one basket. Keep yourself 

fresh on everything you can.  
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AP STATISTICS CONCEPTS/FACTS/DEFINITIONS/SKILLS 

 
The units are in the order I taught them in. 

 
UNIT 1: DESIGNING STUDIES 

- Carrying out a simulation 
- Interpreting results of a simulation (simulated 𝑃-value) 
- Convenience sample 
- Creating a dotplot 
- Simple random sample 
- How to carry out a simple random sample (strips from hat, using RNG, etc.) 

o randInt 
- Definitions: individuals (subjects), variable, categorical, quantitative, distribution of a variable, 

population (of interest, of inference), representative, bias (over- and underestimates), explanatory 
variable, response variable 

- Observational study 
- Scope of inference (causation, correlation, population of inference) 
- Stratified sampling (purpose and statistical advantages) 

o How to carry out 
- Cluster sampling (purpose and advantage) 

o How to carry out 
- Systematic random sample 
- Types of bias 

o Undercoverage (selection bias) 
o Nonresponse 
o Response 

- Experiments 
o Difference between experiments and observational studies 

§ Methodology, inferences 
o How to design & describe 

- Confounding 
o What it is, how to explain it well 

- Purpose/necessity (or lack thereof) of control groups 
- Placebo/placebo effect 
- Types of experiments 

o Completely randomized 
o Blocking randomized  

§ Matched pairs 
 
UNIT 2: EXPLORING DATA 

- Frequency v. relative frequency (w/ tables) 
- Bar graphs 

o How to make 
o How to read (NOT SCVU)/determining association or not 

- Finding flaws in graphs 
- Two-way tables 

o Marginal distributions, using relative frequency over frequency (when?) 
o Conditional distributions 

- Graphs of two or more categorical variables:  
o Comparative bar graphs, segmented bar graphs, mosaic plots 
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- Graphs of quantitative data: creating them, describing them (SCVU), analyzing them 
o Dotplots – show individual values: can calculate mean, find exact median 
o Stemplots – show individual values: can calculate mean, find exact median, LOOK FOR GAPS 
o Histograms – does not show individual values: cannot calculate mean, can only estimate median 

§ equivalent to a condensed dotplot 
o Boxplots – five-number summary, IQR; cannot only determine rough symmetry or skew, NOT 

number of peaks (can’t say approximately normal, etc.) 
§ CANNOT determine number of observations from a boxplot (if one is more spread out 

than another, it doesn’t mean it has more data points) 
- SCVU 

o Shape: Skewed, roughly symmetric, approximately normal, bimodal, uniform 
o Center: mean or median; knowing which to choose for each type of graph 
o Variability: range, standard deviation, IQR, concentration of data (most/least); knowing which to 

choose for each type of graph 
o Unusual features:  

§ Outlier: Describe if there 
• 𝑄3 + 1.5𝐼𝑄𝑅, 𝑄1 − 1.5𝐼𝑄𝑅 

§ Gaps, clusters, etc. 
- Comparing distributions: compare shape, then center, then spread 
- Standard deviation; formula, interpretation 
- Calculator skill: STAT -> CALC -> 1: 1VarStats 

 
UNIT 3: MODELING DISTRIBUTIONS OF DATA 

- Calculating & interpreting percentiles 
- Cumulative frequency distributions: creating, finding median & percentiles, determining skew 
- z-scores 

o Computing them (𝑧 = !"#
$

) 
o Interpreting them (number of standard deviations above or below mean) 
o No units; unaffected by transformations of data 

- Normal curves 
o Standard normal curve 𝑁(0, 1) where each value is a z-score 
o Empirical rule: 68-95-99.7 (use for 34, 16, 2.5, etc.) 
o Finding areas under curve: normalcdf 
o Finding percentiles: invNorm 
o STANDARDIZING 

 
UNIT 4: PROBABILITY 

- NOT INTUITIVE 
- ALWAYS SHOW WORK 
- Law of large numbers (probability as long-run proportion) 
- Performing a simulation 

o Simulated P-values 
- Using random digit table 
- Notation: ∪,∩, 𝐴% 	(𝐴&) 
- Mutually exclusive events: 𝑃(𝐴 ∩ 𝐵) = 0, 𝑃(𝐴 ∪ 𝐵) = 𝑃(𝐴) + 𝑃(𝐵) 
- General addition rule: 𝑃(𝐴 ∪ 𝐵) = 𝑃(𝐴) + 𝑃(𝐵) − 𝑃(𝐴 ∩ 𝐵) 
- Two-way tables 
- Conditional probability formula: 𝑃(𝐴|𝐵) = '()∩+)

'(+)
, 𝑃(𝐵|𝐴) = '()∩+)

'())
 

- Tree diagrams 



 5 

- General multiplication rule: 𝑃(𝐴 ∩ 𝐵) = 𝑃(𝐴) ∗ 𝑃(𝐵|𝐴) = 𝑃(𝐵) ∗ 𝑃(𝐴|𝐵) 
- Independent events: definition & formulas 

o 𝑃(𝐴) = 𝑃(𝐴|𝐵) 
o 𝑃(𝐵) = 𝑃(𝐵|𝐴) 
o 𝑃(𝐴 ∩ 𝐵) = 𝑃(𝐴) ∗ 𝑃(𝐵) 

- Independent events = events with no association 
- False positives & false negatives 
- 𝑃(at	least	one) = 1 − 𝑃(none) 

 
UNIT 5: RANDOM VARIABLES 

- Calculating mean (expected value) of probability distribution 
- Calculating standard deviation of probability distribution 
- Interpreting mean and standard deviation of probability distribution 
- Using normalcdf & invNorm 
- Calculating probabilities based on probability distribution 
- Binomial random variables & their distribution 

o Binary: every choice can be categorized as success or failure 
o Independent: trials are independent of one another 
o Number of successes is fixed 
o Success: probability of success on each trial is the same 

- Binomial distribution of a variable 𝑋 with 𝑛 trials and probability of success 𝑝 
o Mean: 𝜇- = 𝑛𝑝 
o Standard deviation: 𝜎- = E𝑛𝑝(1 − 𝑝) 
o Shape: approximately Normal if 𝑛𝑝 ≥ 10 and 𝑛(1 − 𝑝) ≥ 10 
o interpreting mean and standard deviation 

- Geometric distribution of a variable 𝑋 with probability of success 𝑝 
o Mean: 𝜇- =

.
/
 

o Standard deviation: 𝜎- =
0."/
/

 
o interpreting mean & standard deviation 

- Combining random variables 
o 𝜇-±2 = 𝜇- ± 𝜇2 
o 𝜎-±2 = E𝜎-3 + 𝜎23	 

 
UNIT 6: SAMPLING DISTRIBUTIONS 

- The three distributions: 
o Population distribution: distribution of values for all individuals 
o Distribution of a sample: distribution of values for individuals in the sample 
o Sampling distribution: distribution of a statistic for all possible samples of the same size 

- Sampling variability 
- Definitions: parameter, statistic, random process, expected value (= mean) 
- Increasing sample size makes statistic more precise 
- Random sampling or assignment ensures statistic is unbiased (accurate) 
- Sampling distribution of �̂� 

o Population parameter: 𝑝 
o �̂� = sample proportion 
o Center: Mean of all possible �̂�’s: 𝜇/4 = 𝑝 (unbiased) 

o Spread: Standard deviation of all possible �̂�’s: 𝜎/4 = I/(."/)
5

≈ I/4(."/4)
5

 so long as 𝑛 ≤ .
.6
𝑁 
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o Shape: Approximately Normal if 𝑛𝑝 ≥ 10, 𝑛(1 − 𝑝) ≥ 10 
- Sampling distribution of �̂�. − �̂�3 

o Population parameters: 𝑝. and 𝑝3 (𝑝. − 𝑝3) 
o Sample proportions: �̂�. and �̂�3 (�̂�. − �̂�3) 
o Center: 𝜇/4!"/4" = 𝑝. − 𝑝3 (unbiased) 

o Spread: So long as 𝑛. ≤
.
.6
𝑁. and 𝑛3 ≤

.
.6
𝑁3… 𝜎/4!"/4" = I/!(."/!)

5!
+ /"(."/")

5"
 

o Shape: Approximately Normal if 𝑛.𝑝. ≥ 10, 𝑛.(1 − 𝑝.) ≥ 10, 𝑛3𝑝3 ≥ 10, 𝑛3(1 − 𝑝3) ≥ 10 
- Sampling distribution of �̅� 

o Population parameter: 𝜇 
o �̅� = sample mean 
o Center: Mean of all possible �̅�’s: 𝜇!̅ = 𝜇 (unbiased) 
o Spread: Standard deviation of all possible �̅�’s: 𝜎!̅ =

$
√5
, 𝑆𝐸!̅ =

9#
√5

 so long as 𝑛 ≤ .
.6
𝑁 (trials 

reasonably independent) 
o Shape: Approximately Normal if: 

§ Population distribution is approximately Normal, or 
§ Sample size is at least 30 (Central Limit Theorem), or 
§ Sample data shows no strong skew or outliers 

- Sampling distribution of �̅�. − �̅�3 
o Population parameters: 𝜇. and 𝜇3 (𝜇. − 𝜇3) 
o Sample means: �̅�. and �̅�3 (�̅�. − �̅�3)	 
o Center: 𝜇!̅!"!̅" = 𝜇. − 𝜇3 (unbiased) 

o Spread: So long as 𝑛. ≤
.
.6
𝑁. and 𝑛3 ≤

.
.6
𝑁3, 𝜎!̅!"!̅" = I$!"

5!
+ $""

5"
 

§ Because we don’t know 𝜎.	or	𝜎3,	we use 𝑆𝐸!̅!"!̅" = I9!"

5!
+ 9""

5"
 

o Shape: Approximately Normal if: 
§ BOTH populations are Normal, or 
§ BOTH sample sizes are greater than 30, or 
§ BOTH sample distributions are reasonably okay 

• *Rarely is it a combination of two of these three. 
- EFFECT OF INCREASING SAMPLE SIZE: REDUCES STANDARD DEVIATION BY SQUARE 

ROOT OF FACTOR OF INCREASE (Sample size times 100 ⇒ standard deviation divided by 10) 
 
UNIT 7: ESTIMATING WITH CONFIDENCE (PROPORTIONS) 

- If a distribution is approximately Normal, then the probability that a sample proportion or mean will be 
within 2 standard deviations of the mean of the sampling distribution is 95%; therefore, if we take our 
sample proportion or mean and add/subtract 2 standard deviations, there is a 95% chance that we will 
capture the true mean of the sampling distribution!  

o % changes depending on how many standard deviations you add/subtract to/from the sample 
proportion or mean 

- Interpretation of confidence level 
o percent of all possible intervals that would capture true population parameter 
o percent probability that new interval (not yet calculated) would capture the true population 

parameter 
o percent probability that sample proportion or mean will be within margin of error of true 

population parameter 
- Interpretation of confidence interval 
- Interpretation of margin of error 
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- Confidence interval -> interval of all plausible values  
- EFFECT OF INCREASING SAMPLE SIZE ON WIDTH OF CONFIDENCE INTERVALS 
- Formula: statistic ± (critical value)	∗ (standard deviation of statistic) 

o For sample proportion: �̂� ± 𝑧∗ RI/4(."/4)
5

S 

o For difference of proportions: (�̂�. − �̂�3) ± 𝑧∗I
/4!(."/4!)

5!
+ /4"(."/4")

5"
 

o HOW TO DO BOTH IN CALCULATOR 
- Calculating 𝑧∗ 

o MEMORIZE 
§ 90% -> 𝑧∗ = 1.645 
§ 95% -> 𝑧∗ = 1.96 
§ 99% -> 𝑧∗ = 2.576 

o Otherwise: 𝑧∗ = invNorm]0. 𝐶 + .
3
(1 − 0. 𝐶)_ 

- CALCULATING MINIMUM SAMPLE SIZE GIVEN MAXIMUM MARGIN OF ERROR 
o Formulas: 

§ Proportion: 𝑀𝐸 = 𝑧∗I/4(."/4)
5

… use �̂� = 0.5 if no �̂� available (this will lead to most 

conservative 𝑛) 
- Conditions 

o Random, 10% for both proportions, Large Counts 
§ Large Counts: (𝑛�̂� ≥ 10, 𝑛(1 − �̂�) ≥ 10… ALLOWED TO (MUST) USE �̂� 
§ If two proportions, must check INDEPENDENT random samples 

 
UNIT 8: ESTIMATING WITH CONFIDENCE (MEANS) 

- Calculating 𝑡∗ with df = 𝑛 − 1 
o 𝑡∗ always greater than corresponding 𝑧∗ 
o invT e0. 𝐶 + .

3
(1 − 0. 𝐶), 𝑛 − 1f 

- Necessity of 𝑡 distribution:  
o If we don’t know 𝜎, then we use 𝑠! . Because 𝑠! < 𝜎,	the standard deviation of �̅� will be too 

small ( 9#
√5
< $

√5
). To compensate we use a larger critical value, called 𝑡∗. 

- Characteristics of 𝑡	distribution: 
o More density in the tails, less density near the mean 
o Approaches a Normal distribution as 𝑛 increases 

- Formulas 
o For sample mean: �̅� ± 𝑡∗ e 9#

√5
f 

o For difference of means: (�̅�. − �̅�3) ± 𝑡∗I
9!"

5!
+ 9""

5"
  

o Paired: �̅�; ± 𝑡∗ e
9#$
√5
f 

- CALCULATING MINIMUM SAMPLE SIZE GIVEN MAXIMUM MARGIN OF ERROR 
o Mean: can only be done if we have an idea what 𝜎 is, SO WE USE 𝑧∗ INSTEAD OF 𝑡∗…  

𝑀𝐸 = 𝑧∗ ]
𝜎
√𝑛
_ 

 
UNIT 9: TESTING A CLAIM (PROPORTIONS)  

- Null hypothesis 𝐻6: what we assume to be true 
- Alternative hypothesis 𝐻<: what we would like to show or that we suspect 
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- Once you have a sample statistic, you find how many standard deviations above or below the mean of 
the sampling distribution of the statistic is… this is called the TEST STATISTIC. 

- Then, you calculate the probability that the probability that a test statistic this extreme or more (depends 
on the direction of the alternative hypothesis) would occur due to chance. This resulting probability is 
called the P-VALUE. 

- Interpreting P-value 
- Significance level 𝛼 
- Rejecting 𝐻6 or failing to reject 𝐻6 (NEVER ACCEPT 𝐻6)	 
- Error types 

o Type I error: reject 𝐻6 when it is not actually true; being convinced when you shouldn’t be 
§ Probability of Type I error is exactly the probability of rejecting the null: 𝛼! 

o Type II error: failing to reject 𝐻6 when it is actually true; not being convinced that 𝐻6 is not true 
when you should be 

- STATE: Identify parameter 𝑝 or 𝜇, state hypotheses and significance level 
- PLAN: Name test (one-prop z-test or one-sample t-test), check conditions 
- DO: Report test statistic and P-value (and df if t-test) 
- CONCLUDE: Link 𝑃	to 𝛼, explicitly reject or fail to reject, say that you have or do not have convincing 

evidence for the alternative hypothesis in context 
- Two-sided tests and confidence intervals 

o A two-sided test with 𝛼 will have exact same result (reject/FTR, not plausible/plausible) for a 
confidence interval with 𝐶 = 1 − 𝛼 (%, of course) 

- Conditions 
o EXACT SAME except… 

§ MUST USE 𝑝6 INSTEAD OF �̂�	FOR STANDARD DEVIATION 
- Power 

o Probability of rejecting when you should (given a specific alternative) 
o Power = 1 − probability of a Type II error 
o How to increase power: 

§ Increase sample size -> more information (more sensitive test) 
§ Increase “effect size” -> the further away the specific alternative is from the null value, 

the easier it will be to reject the null  
§ Increase 𝛼 -> makes it easier to reject the null 

- 2-proportion z-tests 
o MULTIPLE CHOICE: Must use POOLED proportion because you are assuming 𝑝. = 𝑝3. Use 

𝑝= =
!!>!"
5!>5"

. THIS APPLIES TO LARGE COUNTS, TOO. 

§ Test statistic: 𝑧 = (/4!"/4")"6

?%&(!(%&)*!
>%&(!(%&)*"

= (/4!"/4")"6

?/&(."/&)(
!
*!
> !
*"

 

 
UNIT 10: TESTING A CLAIM (MEANS)  

- Same information as for any hypothesis test (error types, power, etc.)  
- Conditions:  

o One-sample & paired: Random, 10%, Normality 
o Two-sample: Independent random, 10% for both groups, Normality of both groups 

- 1-sample t-tests 
o MULTIPLE CHOICE:  

§ Test statistic: 𝑡 = !̅"#+
,#
√*

 

- 2-sample t-tests 
o MULTIPLE CHOICE: 



 9 

§ Test statistic: 𝑡 = (!̅!"!̅")"6

@,!
"

*!
>,"

"

*"

 

- Paired t-test 
o If you measure the same thing twice for the same individual or measure something for two very 

similar individuals, then subtract, you are finding a mean of differences; this is a single mean, 
despite it looking like two samples. It runs just like a one-sample t-test, only you use each 
difference.  

§ Test statistic: 𝑡 = !̅$"6
,#$
√*

 

 
UNIT 11: DESCRIBING RELATIONSHIPS 

- Describing scatterplots 
o Direction: positive or negative 
o Form: linear or nonlinear 
o Strength: strong, weak, moderately strong, moderately weak 
o Outliers: describe if exist 

- Interpreting 𝑟: strength and direction, NOT form 
- Interpreting 𝑟3: percent of variability in 𝑦-variable that can be accounted by for LSRL of 𝑦 on 𝑥 
- Definition of LSRL: line that minimizes squared residuals 
- Finding equation of LSRL from computer readout 𝑦p = 𝑎 + 𝑏𝑥 
- Interpret 𝑦-intercept (𝑎) of LSRL: the predicted value of 𝑦	when 𝑥 = 0 
- Interpret slope (𝑏) of LSRL: predicted increase or decrease in 𝑦 unit/s for each additional one unit of 𝑥 
- Interpreting 𝑠: if we make many, many predictions using this LSRL, we will typically be off by about 𝑠 
- Residual = Actual 𝑦 − Predicted 𝑦 = 𝑦 − 𝑦p 
- Interpreting residuals 

o Positive residual = underestimate 
o Negative residual = overestimate 

- Residual plots 
o No form ⇒ linear model appropriate 
o Curved form or clear pattern ⇒ linear model not appropriate 

- Using residual plot & predicted value to work backwards to compute actual 𝑦 
- Slope of regression line: 𝑏 = 𝑟 e9.

9#
f 

- Transformations of data 
o If log 𝑦p v. log 𝑥 (or ln 𝑦p 	v. ln 𝑥)	is linear, then a POWER model is appropriate. 
o If log 𝑦p	v. 𝑥 (or ln 𝑦p	v. 𝑥)	is linear, then an EXPONENTIAL model is appropriate. 

- Computing predicted values from transformed data sets 
o If log 𝑦p = 𝑘 (whatever 𝑘 is), remember to raise 10 to the 𝑘. 
o If ln 𝑦p = 𝑘 (whatever 𝑘 is), remember to raise 𝑒 to the 𝑘. 

 
UNIT 12: CHI-SQUARED AND T-TESTS FOR SLOPE 

- For distributions of categorical data (like color, gender, political preference, age groups, etc.), there are 
three primary questions we can ask: 

o 1. Is a proposed distribution a good fit (correct)? 
o 2. Is the distribution of a variable the same for different values (often via treatments) of a second 

categorical variable? 
o 3. Are two variables associated or not? (Are they not independent or independent?) 

- These correspond to the three kinds of chi-square tests: 
o 1. Chi-square test of goodness of fit 
o 2. Chi-square test of homogeneity 



 10 

o 3. Chi-square test of association/independence 
- 1. Chi-square test of goodness of fit 

o 𝐻6:	Proposed distribution of categorical variable is correct 
o 𝐻<: Proposed distribution of categorical variable is NOT correct 
o Record the observed counts 
o Calculate the expected counts 𝑛𝑝., 𝑛𝑝3, etc. 
o Calculate 𝜒3 = 𝛴 (observed"expected)"

expected
	 

o df = (number of categories) – 1 
o MULTIPLE CHOICE: Use 𝜒3cdf(𝜒3, 10000,	df) 
o FREE RESPONSE: Put data in L1, use D:𝜒3GOF-Test 

§ Test will fill in expected counts 
§ RECORD EXPECTED COUNTS WITH SOME WORK SHOWN 

- Facts about 𝜒3 distribution 
o Minimum = 0 
o Always right skewed 
o Mean = df 
o Mode (peak) = df – 	2 
o 𝜒3 is a sum of CONTRIBUTIONS; biggest contributions mean biggest relative deviations from 

proposed distribution 
- 2. Chi-square test of homogeneity  

o Two-way table 
o INDIVIDUALS WILL BE DIVIDED INTO SAMPLES OR TREATMENT GROUPS (by 

researchers or experimenters) 
§ Homogeneity implies sameness which implies multiple groups, not just one overall 

sample 
o 𝐻6: The distribution of response categorical variable is the same for each value of the 

explanatory categorical variable.  
o 𝐻<: The distribution of response categorical variable is NOT the same for each value of the 

explanatory categorical variable. 
o Put observed counts in Matrix [A] 
o Expected counts: 

§ MULTIPLE CHOICE: expected = (row	total)∗(column	total)
table	total

 
§ FREE RESPONSE:  

• Calculator: C:𝜒3-Test, observed = [A], expected = [B]. Run the test, then the 
expected counts will be in [B]. 

• Go back and show work for at least a couple of the expected counts. 
o df = (number of row categories – 1)(number of column categories – 1) 

- 3. Chi-square test of independence/association 
o Version 1: 

§ 𝐻6:	The two categorical variables have no association for the population of ________. 
§ 𝐻<: The two categorical variables have AN association for the population of ________. 

o Version 2: 
§ 𝐻6:	The two categorical variables are independent for the population of ________. 
§ 𝐻<: The two categorical variables are NOT independent for the population of ________. 

o RUNS EXACTLY LIKE A TEST FOR HOMOGENEITY 
o df = (number of row categories – 1)(number of column categories – 1) 

- Population regression line: 𝑦p = 𝛼 + 𝛽𝑥 
- Sampling distribution of sample slope 𝑏 

o Mean: 𝜇S = 𝛽 (unbiased) 
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o Standard deviation: 𝜎S =
$

$#√5
 

§ Because we don’t know 𝜎 or 𝜎! ,	we use 𝑆𝐸S =
9

9#√5".
  

§ This means we must use the 𝑡 distribution for critical values 
- Interpret 𝑆𝐸S: if we took many, many samples and computed LSRLs, our sample slope would typically 

be within 𝑆𝐸S of the slope of the population line (true slope) 
- Confidence interval for slope: 

o 𝑏 ± 𝑡∗𝑆𝐸S, where 𝑡 is computed from C% confidence with df = 𝑛 − 2 
- Find test statistic 𝑡	and 𝑃-value from computer readout 

o Test statistic by hand: 𝑡 = S"T+
UV/

 

§ Usually, 𝛽6 = 0, so this often turns into 𝑡 = S"6
UV/

= S
UV/

 
- 𝑡-test for slope  

o Conditions:  
§ LINEAR: The actual relationship between 𝑥 and 𝑦	is linear. For any fixed value of 𝑥, the 

mean response 𝜇! falls on the population (true) regression line 𝜇W = 𝛼 + 𝛽𝑥. 
§ INDEPENDENT: Individual observations are independent of each other. When sampling 

without replacement, check the 10% condition. 
§ NORMAL: For any one value of 𝑥, the response y varies according to a Normal 

distribution. 
§ EQUAL SD: The standard deviation of 𝑦	(call it 𝜎) is the same for all values of 𝑥. 
§ RANDOM: The data come from a well-designed random sample or randomized 

experiment. 
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Lesson 1: Units 1-3 
Definitions:  
In order to talk about a population – the overall group – and some parameter (number) that describes this group, we 
typically must take a sample – a subset of the population – and compute a statistic (number that describes the sample).  
 
What can go wrong? The sample might not be representative of the population. How can this occur?  
 

Name of bias and general description … and how it might make the sample non-representative 

1. Nonresponse bias: Such a small percentage of 
individuals respond that those who do respond 

likely differ from those who didn’t respond (might feel 
more strongly, for instance) in a way related to what is 
being measured. .  

2. Voluntary response bias: The sample consists of people 
who chose to respond,  

and these individuals may differ from those who didn’t 
respond in a way related to what is being measured.  

3. Selection bias (undercoverage): Some subgroup of the 
population can’t be selected 

so, if this subgroup is different than those who can be 
selected with regards to what is being measured, the 
sample may be non-representative.  

4. Response bias: Individuals may answer questions 
untruthfully due to the nature of the question or 
interviewer and  

the sample of responses may be different than it would’ve 
been if the nature of the question or interviewer were 
changed.  

 
How do we prevent the first three kinds of bias? We sample randomly.  
 

A random sample of individuals from a population should produce a sample that is representative of the population, 
thus allowing for inferences to that population. 

 
What kinds of random samples are there?  

Name Outline Example Purpose 

1. Simple random 
(SRS) 

Number everyone, use hat or 
RNG to select 𝑛 individuals 

Number all students 1-300. Use RNG 
to get 10 unique integers from 1-300. 
Select these students.  

Simplicity; each random 
sample equally likely to 
be selected 

2. Stratified 
random 

Create groups different WRT 
what is being measured, then 
do SRS within each group 

(If measuring love of math) 
Get some students from each math 
period; these students have different 
teachers, so they may feel differently 
about math.  

Reduce variability in 
estimates by guaranteeing 
selection of individuals 
from all different 
subgroups 

3. Cluster 
random 

Create similar groups (mini-
populations) and take an SRS 
of the groups 

(If measuring whether students prefer 
Zaxby’s or Chick-Fil-A) 
Number the math classes, then 
randomly select 3. Get everyone from 
these classes to answer the question.  

Save time (maybe money) 

4. Systematic Pick a random starting point, 
then get every 𝑛th individual 

(If measuring whether students prefer 
Zaxby’s or Chick-Fil-A)  
Starting on a randomly selected day, 
select every 10th student walking in 
the door and ask them the question.  

Doable when population 
or groups can’t easily be 
numbered 

 
AP TIPS 

1. If you invoke bias, you must provide a direction: how the bias will lead to an underestimate or overestimate of 
the parameter.  
 
2. Don’t throw around the word variability if you don’t understand what it means. If you ever say “variability,” 
ask yourself if you’ve answered the question: in what?  
 
3. For bias to occur, the sample must be different than those not sampled in some way. This difference must be 
related to what is being measured.  
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PRACTICE: The manager of the department at a large firm has 15 full-time data clerks that work for her. Each is 
responsible for inputting 30 detailed medical records into a computer each day. The manager would like to know what 
percentage of all of the entries made by these clerks on a certain day have typos. The manager is going to randomly select 
60 of these records and review each of them for typos.  
(a) State the population, parameter, and sample.  
 
 
 
 
 
(b) The manager would like to not stay at the office all day, so she is considering using the 30 records from the first 2 
clerks to finish that day. Explain how this could lead to bias.  
 
 
 
 
 
(c) Describe how the manager could use a cluster sample to obtain a random sample of 60 records. 
 
 
 
 
 
 
 
 
(d) Describe how the manager could use a stratified sample to obtain a random sample of 60 records.  
 
 
 
 
 
 
 
 
 
(e) Explain the advantage of the method from (d) as opposed to that from (c).  
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What if you are looking to show that changes in one variable cause changes in some other variable? For that, you need an 
experiment. An experiment randomly assigns individuals to groups. Random assignment means the groups should be as 
similar as possible with regards to every variable you can’t control directly. Assuming other variables have been directly 
controlled, you should at the end of your study be able to attribute any differences you saw to the treatment itself – that, or 
random chance!  
 
There are many kinds of experiments. For the table below, suppose the setting is “Does taking a vitamin supplement every 
morning improve general well-being? 20 men and 20 women are surveyed at the beginning of the study. Then, 20 
individuals will be assigned to take the supplement every day for a week, and the other 20 will receive a placebo. At the 
end of the study, the 40 people will again be surveyed and the average change in the well-being metric will be calculated 
for each group.” 
 

Name Outline Example Purpose 

1. Completely 
randomized 

Number everyone, use hat or 
RNG to assign individuals to 
each group 

Number the people 1-40. Use RNG to 
get 20 unique integers from 1-20 and 
assign them to the supplement. 
Assign the other 20 to the placebo. 

Simplicity 

2. Randomized 
block 

Create groups that you expect 
to differ WRT what is being 
measured, then do completely 
randomized within each 
group 

Maybe men and women respond 
differently to vitamins. Take the 20 
men, number them 1-20, and use an 
RNG to get 10 unique numbers from 
1-10. Assign these 10 men to the 
supplement and the other 10 to the 
placebo. Repeat this process for the 
women.  

Reduces “noise” – 
variability in the response 
variable – by comparing 
groups similar to one 
another; makes it easier to 
see what changes were 
due to treatment 

3. Matched pairs 
Create blocks (pairs) of size 1 
or 2 and do completely 
randomized within each pair 

Pair the individuals based on their 
well-being metric at the beginning of 
the week – lowest with next lowest 
and so on. Flip a coin. If the coin is 
heads up, give the person with the 
lower metric the vitamin and the 
other the placebo. If tails, swap the 
treatments. Repeat this for all 20 
pairs. 
  

Further reduces “noise” – 
variability in the response 
variable – by comparing 
individuals similar to 
themselves; makes it 
easier to see what changes 
were due to treatment 

 
A well-designed experiment allows you to infer that changes in the explanatory variable caused changes in the response 
variable. Because experiments don’t typically randomly select individuals, though, you might NOT be able to infer this 

causation to any larger group. 
 

AP TIPS 
1. If you are ever asked to describe how to randomly assign individuals in an experiment, you must name the 
groups.  
Example: “… assign these 20 people to one group and assign the other 20 to the other group.” – Partial (P)  

  “… assign these 20 people to get the vitamin and the other 20 to get the supplement.” – Essential (E) 
 

2. Know your definitions: experimental units are the smallest units that treatments get applied to. This may be 
groups of individuals. Treatments are whatever is assigned to experimental units: this includes placebos. The 
explanatory variable is the independent (“x”) variable; the response variable is the “dependent” (“y”) variable.  
 
3. If asked to describe variables, they must be able to vary.  
Example: “The explanatory variable is taking the vitamin, and the response is having good well-being.” – P         
               “The explanatory is whether or not they get the vitamin, and the response is the level of well-being.” – E 
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PRACTICE: Three neighborhoods, which contain 20, 24, and 27 homes, respectively, require homeowners in the 
neighborhood to utilize a monthly lawn service during the spring and summer. The lawn service company is looking to 
test out a new weed-killer, and it gets the permission of all of the homes in the three neighborhoods to conduct an 
experiment. The company is going to randomly assign some homes to receive the regular weed-killer for 3 months and 
other homes to receive a new weed-killer. All other lawn services will be kept constant for the homes during this time.  
 
(a) Is the study that is going to be conducted an experiment or an observational study?  
 
 
 
 
(b) Describe how the company could use a completely randomized design to randomly assign which homes receive which 
weed-killer.  
 
 
 
 
 
 
 
(c) The company is considering doing a randomized block design using the neighborhoods as blocks. Under what 
conditions would this be statistically advantageous?  
 
 
 
 
 
 
 
 
 
The company conducted the study and found statistically significant evidence that homes with the new weed-killer had a 
lower average number of weeds than the homes with the regular weed-killer.  
(d) Interpret what statistically significant means in this context.  

 
 
 
 

 
 
(e) Can the company conclude that the new weed-killer is more effective at killing weeds than the regular one? 
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To display data from surveys, observational studies, or experiments, we need graphs.  
 
Graphs exist for both quantitative variables and categorical variables. Quantitative variables have values that it would 
make sense to take an average of. Categorical variables have values that fit into categories – these may be numerical, like 
grade level or area code.  
 
For both kinds of variables, it is paramount to determine whether the vertical (or horizontal) axis describes frequency – 
the number of observations – or relative frequency, the fraction or percentage of observations relative to the total.  
 

Name Number/type 
of variables Shape Center Variability Unusual 

features Important notes 

Dotplot 

1 or 2 
quantitative 

Skew, 
mound, 
approx. 
normal 

Median Range, IQR Outliers, gaps None 

Histogram 

Skew, 
mound, 
approx. 
normal 

Find the 
interval the 
median is in 

Describe where 
most data is 

(clusters), estimate 
range 

Potential 
outliers, gaps 

You typically cannot 
state exact median 

or range.  

Boxplot Skew Median Range, IQR Outliers 

Cannot determine # 
of peaks 

 
Can’t see normality 

Stemplot 

Skew, 
mound, 
approx. 
normal 

Median Range, IQR, 
clusters Outliers, gaps 

Pay attention to 
order of stems when 
determining skew.  

Name Number/type 
of variables How to describe Important notes 

Bar graph 1 categorical Compare relative frequencies in all categories 

All categories!! 
 

Pay attention to 
relative frequency if 

relevant 

Side-by-
side bar 
graph 

2+ categorical Compare values of one category within each value of the other 
category 

All categories!! 
 

Pay attention to 
relative frequency if 

relevant 

Segmented 
bar graph 

Mosaic plot 
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When describing a graph of a quantitative variable, you will want to discuss SCVU: shape, center, variability, and unusual 
features. As always, you will want context.  
 
Much of this is natural to you, so let’s discuss those particularities which are easy to forget:  
1. The 5-number summary: A list of five numbers in the format #,#,#,#,#. These numbers, in order, are  

Min, Q1, Median, Q3, Max 
 

2. Finding outliers 
 - Compute IQR = Q3 – Q1  
 - Multiply this by 1.5 
 - Add this to Q3 and subtract it from Q1; these values are the fences 
 - Any value above Q3 + 1.5IQR and below Q1 – 1.5IQR is an outlier 
 
3. Median of a histogram 
 - Find the total number of observations (or remember that the total relative frequency is 1) 
 - Starting from the left, add up the frequencies (or relative frequencies) until you reach or pass the 
              halfway mark – either half the total (frequency) or 0.5 (relative frequency) 
 - The median is in the interval you passed the halfway mark in 
 
4. Resistance 
 - The following measures are nonresistant: they will change with the presence of much higher or lower  
               values.  
  - Measures of variability: Range, standard deviation 
  - Measures of center: Mean 
 - The following measures are resistant: they will change by little to none with the presence of much             
               higher or lower values.  
  - Measures of variability: IQR 
  - Measures of center: Median 
 
PRACTICE:  
At School 1, eighteen AP Statistics students were asked how many AP courses they had taken. At School 2, twenty-one 
AP Statistics students were asked how many AP courses they had taken. Histograms displaying the results are below.  

 
(a) Compare the distributions of the number of AP courses taken by the AP Statistics students at School 1 and School 2.   
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(b) Each of the students at School 1 was instructed to include the current AP Statistics course in their count of AP courses, 
while the School 2 students was instructed not to. If each student at School 1 were to remove the current AP Statistics 
course from their count, what effect would this have on the following summary statistics for School 1?  
 i. Mean 
 
 
 ii. Median 
 
 
 iii. IQR 
 
 
 iv. Standard deviation 
 
 
 
(c) Below are the summary statistics for the students at School 1.   
 

Minimum Q1 Median Q3 Maximum Mean St. Deviation 
3 6 10 13 17 9.67 3.83 

 
Create a boxplot for the number of AP courses taken by the AP Statistics students at School 1. What feature of the 
histogram is not visible in the boxplot?  
 
 
 
 
(d) Estimate the median number of AP courses taken by all 39 AP Statistics students at School 1 and School 2. Show your 
work.  
 
 
 
 
 
 
 
 
 
 
 
 

AP TIPS 
1. When asked to compare distributions, use words like greater than and less than. You need comparison words.  
 
2. When checking for outliers, you must explicitly compare any values to the fences. If you simply calculate the 
fences and then say, “There is a high outlier,” you won’t get credit: you need to explicitly state that upper value is 
greater than the fence.  
 
3. Don’t forget gaps! If a gap is present, it very well may be the most striking feature of the distribution.  
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When describing location in a distribution, we often use percentiles or z-scores.  
 
The percentile of an observation is the percent of observations less than or equal to it. For instance, Q1 is the 25th 
percentile, the median is the 50th percentile, and Q3 is the 75th percentile.  
 
We may also use z-scores to identify position. A z-score determines the number of standard deviations above or below the 
mean that a value is. NOTE: z-scores exist even in non-normal distributions.  
 
In a normal distribution, z-scores correspond to well-known areas. The Empirical Rule states:  

Approximately 68% of observations are between -1 and 1 standard deviations from the mean.  
Approximately 95% of observations are between -2 and 2 standard deviations from the mean.  

Approximately 99.7% of observations are between -3 and 3 standard deviations from the mean.  
 

The above rule is helpful for determining if a distribution with an unknown shape could be approximately normal: look at 
its areas compared to what they should be by the Empirical Rule if the distribution is close to normal!  

 
For other areas in a normal distribution, we use the following functions:  
 

Function Input Output Example 

normalcdf( Lower and upper value 
Area under the curve 

(proportion of 
observations) 

normalcdf(1,1000,0,1)≈ 0.1587 
 

About 15.87% of observations have a z 
greater than 1.  

invNorm( 
Area under to the curve to 
the left of the value you’re 

interested in 

The value (with the 
input area to the left of 

it) 

invNorm(0.3, 20, 4)≈ 17.9 
 
In a dist. with 𝜇 = 20 and 𝜎 = 4, the value 
with 30% of observations below it is 17.9. 

 
PRACTICE: A sample of 1,350 high school students were asked their shoe size. A histogram displaying the responses is 
shown below.  
 
The mean of the distribution is 9 and the standard deviation is 1.5.  
 
(a) Compute the proportion of observations within one standard deviation 
of the mean. Does this reasonably match up with a normal distribution?  
 
 
 
 
 
 
 
Treat the distribution as if it is approximately normal.  
(b) Approximately what proportion of students in the sample have a shoe size larger than 8?  
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(c) Estimate the 80th percentile of shoe sizes in the sample.  
 
 
 
 
 
 
 
(d) In a sample of 1,200 middle school students, the mean was lower than 9, but the standard deviation was still 1.5. If a 
middle school student with a shoe size of 8 is at the 65th percentile in the sample, what was the mean shoe size of the 
middle school sample?  
 
 
 
 

AP TIPS 
1. ALWAYS DRAW A PICTURE WHEN USING NORMALCDF OR INVNORM.  
 
2. Label your mean and standard deviation in your calculator-speak.  
 
3. Remember that z-score percentiles remain constant in any normal distribution – if you aren’t given a mean or 
standard deviation, just use 0 and 1.  
 
4. Always label your axes. If creating a stemplot, provide a key.   
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Lesson 2: Units 4-5 
 

Probability is the value that a relative frequency of successes will approach after many trials.  
 
In order to compute probabilities for quantities that can’t be modeled well with normal, binomial, or geometric 
distributions, we use simulations: simply simulate the scenario, then carry out multiple trials.  
 
To carry out a simulation, there are 4 general steps:  
1. Ask (or rephrase) the question in terms of probability.  
2. Choose a random process with matching probabilities to the real-world event.  
3. Describe what constitutes one trial of the simulation and what to record after the simulation.  
4. Perform many trials. 
5. Answer the question of interest.  
 
PRACTICE: In the early 2000s, McDonald’s ran a Monopoly game where customers would get Monopoly pieces from 
their cups that could earn them prizes. According to McDonald’s, there was a 9 in 40 chance (22.5%) that a customer 
would win a free food item. Jerome went to McDonald’s regularly and felt he wasn’t winning much free food: at one 
point, it took him 8 orders until we won a prize (he won his first prize on his 8th order). He felt the game was rigged.  
 
(a) Express “he felt the game was rigged” in terms of probability in relation to his needing 8 orders to win a prize.  
 
 
 
 
(b) Design a simulation using a random digit table to determine the probability from (a).  
 
 
 
 
 
 
 
 
 
 
 
 
 
(c) Use the portion of a random digit table below to carry out 2 trials of your simulation.  
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Simulations are valuable in answering many complex probability questions: we also have probability rules when working 
with known probabilities.  
 

Probability of A or B: Add the probabilities of A and B, then subtract the intersection (what was double counted) 
𝑃(𝐴 ∪ 𝐵) = 𝑃(𝐴) + 𝑃(𝐵) − 𝑃(𝐴 ∩ 𝐵) 

 
Probability of A and B: Multiply the probability of A and the probability of B given that A already happened 

𝑃(𝐴 ∩ 𝐵) = 𝑃(𝐴) ∗ 𝑃(𝐵|𝐴) 
 

Probability of A given B: Using B as the total, divide the probability of A within B 

𝑃(𝐴|𝐵) =
𝑃(𝐴 ∩ 𝐵)
𝑃(𝐵)

 

 
Two events are independent if one occurring first doesn’t affect the probability of the other 

𝑃(𝐴|𝐵) = 𝑃(𝐴) 
and if the probability of both occurring is just the product of their probabilities 

𝑃(𝐴 ∩ 𝐵) = 𝑃(𝐴) ∗ 𝑃(𝐵) 
 

PRACTICE: A random sample of 1,000 high school graduates was asked whether they had taken either of AP Statistics or 
AP Biology. The results are shown in the table below.  
 

 Took AP Stats Didn’t take AP Stats Total 
Took AP Biology 125 160 285 
Didn’t take AP Biology 215 500 715 
Total 340 660 1,000 

 
(a) Find the probability that a randomly selected student in the sample took AP Biology or AP Statistics.  
 
 
 
(b) Determine whether taking AP Biology and taking AP Statistics are independent in the sample.  
 
 
 
 
 
Suppose we use the sample proportion of students who took AP Stats and infer this to the population of all high school 
graduates that year. Among all students who took AP Stats, 94% planned on attending a 4-year college; among all 
students who didn’t take AP Stats, 63% planned on attending a 4-year college.  
 
(c) What is the probability that a randomly selected graduate that year planned on attending a 4-year college?  
 
 
 
 
 
 
 
 
 
(d) What is the probability that a randomly selected graduate who planned on attending a 4-year college took AP Stats?  
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When a random process is going to be conducted, we can often classify the outcomes as a probability distribution. A 
probability distribution outlines (a) the values the process can result in and (b) the probability of each of those values. In a 
probability distribution, all probabilities should add up to 1.  
 
The results of such a process are called a random variable. There are two kinds of random variables: continuous and 
discrete. Continuous variables have no gaps – there are infinitely many values, like time, height, and weight. Discrete 
variables have gaps: anything that is a “number of successes” is discrete.  
 
The mean of a random variable is called the expected value. The formulas for this and the standard deviation are:  
 

𝜇! = 𝐸(𝑋) = ∑𝑥"𝑝" = sum of each value times its probability (weight) 
 

𝜎! = ∑(𝑥" − 𝜇!)#𝑝" = sum of each squared deviation times its probability 
 

The expected value is the average number of successes in many trials. The standard deviation is typically how far away 
values will be from the expected value. 
 
PRACTICE: In a small urban neighborhood with six parking meters, historical data shows that the number of working 
meters on a random selected day follow the random variable 𝑊 with probability distribution below:  
 

𝑤 0 1 2 3 4 5 6 
𝑃(𝑤) 0.01 0.05 0.08 0.19 0.3  0.2 

 
(a) Calculate and interpret 𝑃(𝑊 = 5).	 
 
 
(b) Compute and interpret 𝐸(𝑊).	 
 
 
(c) Compute the probability that all 6 meters are working given that at least 4 meters are working.  

 
 
 

(d) Randomly select two days in a given year. What is the probability that 4 meters are working on both days?  
 
 
 
 
(e) Randomly select four days in a given year. What is the probability that all 6 meters are working on at least one of those 
days?  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 24 

Two predictable kinds of discrete random variables are binomial and geometric.  
 

Distribution Description Conditions Formulas Shape 

Binomial 

𝑋 = number of successes 
in fixed number of trials 
 
Parameters: 𝑛, 𝑝 

 
1. Binary (success or failure) 
2. Independent trials 
3. Number of trials is fixed 
4. Probability of success stays 
the same 
 

𝜇! = 𝑛𝑝 
 
𝜎! = C𝑛𝑝(1 − 𝑝) 

Right skewed if 
𝑛𝑝 ≤ 10 

 
Left skewed if 
𝑛(1 − 𝑝) ≤ 10 

 
Approx. normal if 
𝑛𝑝, 𝑛(1 − 𝑝) ≥ 10 

Geometric 

𝐺 = number of trials 
until getting first success 
 
Parameter: 𝑝 

 
1. Binary 
2. Independent trials 
3. Counting number of trials 
until one success 
 

𝜇$ =
1
𝑝

 

 

𝜎$ =
C1 − 𝑝
𝑝

 

Always right 
skewed 

 
There are nice formulas and calculator functions for calculating binomial and geometric probabilities.  
 
 Desired probability Formula by hand Calculator function 

Binomial 
Precisely 𝑥 successes 

G
𝑛
𝑥
H 𝑝%(1 − 𝑝)&'% 

x successes, n-x failures, I&%J arrangements 
binompdf( 

Less than or equal to 𝑥 
successes Use formula above, add up multiple of them binomcdf( 

Geometric 

Precisely 𝑥 trials until 
success 

(1 − 𝑝)%'((𝑝) 
x-1 failures, then a success geometpdf( 

Less than or equal to 𝑥 
trials until success 

1 − (1 − 𝑝)% 
1 minus the probability of all failures geometcdf( 

 
PRACTICE: A professional development presenter presented to 973 employees at a business conference. At the end of 
the presentation, each employee was asked to fill out an anonymous survey where they responded to the statement, “This 
presentation was helpful.” The results of the survey are displayed below.  
 

Answer Strongly disagree Somewhat 
disagree Neutral Somewhat agree Strongly agree 

Frequency  294 108 66 264 241 
 
The presenter would like to randomly sample 20 attendees and ask them for more detailed feedback. Let 𝑆 = number of 
employees in the sample who answered, “strongly disagree.”  
 
(a) Describe the distribution of 𝑆.  
 
 
 
 
(b) The presenter wants to ensure that they get at least 8 people who responded “strongly disagree” in the sample. 
Calculate the probability the presenter will get at least 8 such people.  
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(c) After the presentation, the presenter was walking around and talking to employees. Each one seemed like they loved 
the presentation. At one point, 10 people in a row all told the presenter they found the presentation very helpful. 
 
Upon seeing the survey results, though, the presenter felt that these people must have just been nice to his face. Let 𝐴 = 
number of people it takes to find one who wouldn’t have said “strongly agree.”  
 
(d) Describe the distribution of 𝐴.	 
 
 
 
 
(e) The presenter said he saw 10 people in a row who said they loved the presentation. Find 𝑃(𝐴 > 10).	 
 
 
 
 
 
(f) Based on your answer to (e), does the presenter have reason to be suspicious of the 10 people in a row who said they 
loved the presentation?  
 
 
 
 
 

 
AP TIPS 

1. The less work there is to show, the more important it is to show it.  
 
2. When using any of the pdf or cdf functions, label all of your inputs.  
 
3. Always label 𝒏 and 𝒑 for binomial calculations and 𝒑 for geometric calculations.  
 
4. Your formula sheet has all of the formulas for binomial and geometric distributions.  
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Lesson 3: Units 6-8 
 

When we want to estimate a population parameter, we take a sample and compute a statistic. Every sample will be 
different, though, so random sampling will produce an entire distribution of different values of the statistic. The 
distribution of all possible values of a statistic for a given sample size is called a sampling distribution.  
 
The statistics we worked with in this class are:  
 - sample proportion �̂� 
 - sample mean �̅� 
 - difference of sample proportions �̂�( − �̂�# 
 - difference of sample means �̅�( − �̅�# 
 - sample mean difference (mean of sample differences) �̅�) 
 - slope of sample regression line 𝑏 
 
For any of these statistics, we have the following characteristics of the sampling distribution:  
 
1. The mean of all possible statistics is equal to the actual parameter if random sampling or assignment has been used.  
 
Definition: When the mean of the sampling distribution of a statistic is equal to the actual parameter, then the statistic is 
called an unbiased estimator of the parameter.  
 
2. The standard deviation of all possible statistics is the corresponding formula assuming the individuals are reasonably 
independent (and samples are reasonably independent if multiple were taken). This often requires checking that the 
sample size is less than 10% of the population size (so that the probability of success only changes negligibly when 
sampling without replacement).  
 
3. The shape of the sampling distribution will depend upon the sample size and perhaps 𝑝. For proportions, this amounts 
to checking the Large Counts condition; for means, it is the Normality condition.  
 
The formulas for all sampling distributions are on the formula sheet and can be found in the Inference Summary.  
 
One thing to pay attention to in all of the standard deviation formulas: there is a √𝑛 in the denominator. This means that 
increasing the sample size by a factor of 𝑘 will reduce the standard deviation of the sampling distribution by a factor of 
√𝑘.	 
 
PRACTICE: At one school, the average number of cousins per student is 9 and the standard deviation is 6.  
 
Three different sampling methods are going to be used to get a sample of students and calculate a sample mean in order to 
estimate the population mean. The sampling distributions of the statistic for all three methods are shown below.  

 
(a) What is the likely shape of the population  
distribution? 
 
 
 
 
(b) Which of the three methods will 
result in unbiased estimators? Justify.  
 
 
 
 
 
(c) What was the sample size for method 2?  
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(d) If the sample size for Method 3 were 100 instead of 4, what effect would this have on the standard deviation of the 
sampling distribution of the statistics from Method 3?  
 
 
 
 
We use sampling distributions and the shape of normal distributions to construct confidence intervals.  
 
Every confidence interval is of the form:  

Statistic	(Point	Estimate)	±	Critical	Value	×	Standard	Deviation	of	Statistic 
          |--------------------Margin of Error-------------------| 
 
The critical value for a C% confidence interval is the number of standard deviations you need to go on either side of the 
mean to capture an area of 0.C. We use 𝑧∗ when we know (or have an estimate) of the population standard deviation; we 
use 𝑡∗ when we don’t know or have a reliable estimate of the population standard deviation (which is usually the case 
when working with means).  
 
Confidence intervals rely on a confidence level. The level C% means that if many samples were conducted and an interval 
were formed for each one, then C% of the intervals would capture the population parameter.  
The C% interval itself is a range of plausible values for the parameter: any value in the C% interval is plausible assuming 
that C is reasonably high (let’s say at least 90).  
 
We interpret intervals by simply stating: We are C% confident that the interval from ___ to ___ captures the population 
parameter. 
 
PRACTICE: BLITZ OF MISCELLANEOUS QUESTIONS 
1. Suppose we want to construct a two-proportion 𝑧-interval to estimate a difference between population proportions. The 
samples result in 𝑛( = 80, �̂�( = 0.338, 𝑛# = 112, �̂�# = 0.446.  
 (a) Check the Large Counts condition.  
 
 
 
 (b) Compute a two-proportion	𝑧-interval with 90% confidence with your calculator.  
 
 
 (c) Is the difference between the sample proportions statistically significant?  
 
 
 
 (d) If a confidence level of 95% were used instead of 90%, would the interval be wider or narrower than the one  
                  from (b)?  
 
 
 (e) If the sample size of 112 were instead a sample of size 200, would the 90% interval be wider or narrower than 
      the one from (b)?  
 
2. When estimating a population mean, previous data indicates that 𝜎 = 12.	If we were to construct a 99% interval and 
wanted the margin of error to be no larger than 2, what is the minimal sample size that would be needed?  
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3. A company board would like a certain proposal to pass at an upcoming shareholder meeting. It would like to estimate 
what proportion of shareholders will vote in agreement with them, so they are going to take a random sample and compute 
a 95% confidence interval.  
 (a) If they want the margin of error of their 95% interval to be at most 2%, what is the smallest sample size the  
                  company can select?  
 
 
 
 
 
 (b) A survey from a month prior indicated that 58% of shareholders agreed with the company board. If the  

     company believes this result is still likely close to the truth, then what is the smallest sample size the company 
     can select to keep the margin of error of the 95% interval to at most 2%?  
 
 
 
 
 

4. When estimating a population mean, a sample of size 20 is selected and no information about the population 
distribution is known.  
 (a) What must be done to check the Normality condition?  
 
 
 (b) Find the critical value that should be used to construct a 95% interval about the sample mean.  
 
 
 
 
5. A recent poll asked 1,005 Americans if they approve or disapprove of President Biden. A resulting 95% confidence 
interval was 0.44 ± 0.038.	 
 (a) Interpret the confidence interval.  
 
 
 
 
 
 
 (b) Interpret the confidence level.  
 
 
 
 
 
 
 (c) Which is more plausible: that 44% of Americans approve of President Biden, or that 47% of Americans  

      approve of President Biden?  
 
 
We’ll spend the rest of this lesson discussing the Inference Summary and looking at practice FRQs.  
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AP TIPS 
1. For one- and two-proportion intervals, you can use the observed numbers of successes and failures when 
checking Large Counts. This may require using 𝒑o	(or 𝒑o𝟏 and 𝒑o𝟐).  
 
2. Never leave off your C% when referring to a confidence interval!  
 
3. Don’t forget that the standard deviation of the sampling distribution is inversely related to sample size by a 
factor of √𝒌.	 
 
4. Don’t memorize critical values: pay very close attention to whether a problem is about proportions or 
means/slopes.  
 
5. If calculating a minimum sample size required for a maximal margin of error, always round up.  
 
6. If a value is inside a C% interval, then it’s plausible – no matter where it is within the interval.  
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 30 

Lesson 4: Units 9-10 
 

Confidence intervals provide a range of estimates for a parameter. If we simply want to know whether we have convincing 
evidence that a parameter is less than, greater than, or not equal to some value, we conduct a hypothesis test.  
 
The logic of a test is as follows:  

LOGIC OF A HYPOTHESIS TEST 
1. Form an alternative hypothesis: What are you looking for evidence of?  

 
2. Form a null hypothesis: this is the hypothesis you are testing against. 

 
3. Choose a significance level 𝛼.	This is the threshold for being convinced.  

 
4. Conduct a randomized, controlled study and get a sample statistic.  

Does this statistic provide evidence of 𝐻-? Proceed.  
 

5. Your randomized, controlled study should mean that you have evidence for 𝐻- for only one of two reasons:  
Reason 1: Your alternative hypothesis is correct – you got your evidence because 𝐻- is correct.  

Reason 2: The null hypothesis is true, and you got your evidence just by chance in the randomization process.  
 

6. Compute the test statistic: the number of standard deviations away your sample statistic is from the null parameter. The 
higher this is, the better the evidence you have that 𝐻. is incorrect.  

 
7. Compute the P-value, the probability of getting this extreme of a test statistic if the null is true.  

The lower this probability is, the less likely it is that the statistic would’ve occurred if the null was true. The lower this is, 
the better the evidence you have that the null couldn’t be correct.  

The higher this probability is, the more likely it is that the statistic could’ve occurred by chance even if the null is true. 
The higher this is, the more plausible it is that the null could still be correct.  

 
8. If 𝑃 < 𝛼,	then reject the null hypothesis. This is because you have convincing (highly unlikely if 𝐻. is true) evidence of 

𝐻- .	 
 

If 𝑃 > 𝛼,	then you fail to reject the null hypothesis. This is because you don’t have convincing evidence of 𝐻- since it’s 
plausible a statistic as extreme as the one you got could’ve occurred by chance even if 𝐻. was true. 

 
PRACTICE: A computer battery manufacturer wanted to test if their newest batteries lasted longer than 8 hours on 
average.  
(a) Define the parameter of interest and state appropriate hypotheses for a significance test.  
 
 
 
 
The company took a random sample of 40 batteries and got a sample mean of �̅�, which led to a test statistic of 1.87. They 
are going to use a significance level of 𝛼 = 0.05.	 
 
(b) Interpret this test statistic.  
 
 
 
 
(c) Draw a picture and shade the area that corresponds to the P-value. Then, compute this P-value.  
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(d) Interpret the P-value from (c).  
 
 
 
 
(e) What conclusion should the manufacturer reach?  
 
 
 
Of course, some studies may reach an incorrect conclusion. These are called Type I and Type II errors. Here’s a 
comprehensive list of interpretations and examples.  
 

Error Type Interpretation Example Probability 

Type I 

Reject 𝐻. when it was true 
Be convinced of 𝐻- when it 
was false 
Get a P-value less than 𝛼 
just by chance 

False positive on drug test 
Convinced of presence of disease when 
there’s no disease 
Think a proportion is too high when it isn’t 
too high 

𝛼 – you control it!  

Type II 

Fail to reject 𝐻. when it was 
false 
Not be convinced of 𝐻-when 
it was true 

Rule not guilty when person was guilty 
Not convinced that disease is present when 
it is 
Don’t think that an average is too low when 
it actually is 

𝛽 – harder to 
compute 

 
We often try to avoid Type II errors. This leads to the concept of power.  
 

 Interpretation How to Increase It <--- Why 

Power 

Probability of rejecting 𝐻. if null 
is false 
 
Probability of being convinced of 
𝐻- when it’s true 
 
Must have specified value of 
parameter that would make 𝐻- true 

1. Increase 𝛼 
 
 
 
 
2. Increase 𝑛 
 
 
 
 
3. Increase how far away proposed 
parameter is from 𝐻. 

1. Larger rejection region 
-> easier to be convinced  
(more P-values lead to 
rejection) 
 
2. Decrease st. dev. of 
sampling dist. -> larger 
rejection region 
More precise test -> easier 
to detect 
 
3. Easier to detect 𝐻. is 
wrong if it’s more wrong 

 
PRACTICE: Two large neighborhoods are adjacent in a certain town. A resident of Neighborhood 1 feels that all of the 
cars pulling in to Neighborhood 2 seem quite new, and they wonder if the average car is newer in Neighborhood 2 than 
Neighborhood 1. If that is the case, then they are going to try to “keep up with the Joneses” and buy a new car. They 
decide to randomly sample 10 cars from each neighborhood and compare the average years of these samples. Sample data 
is below.  
 

Neighborhood Years of cars 
Neighborhood 1 2006, 2007, 2009, 2012, 2014, 2014, 2015, 2015, 2018, 2019 
Neighborhood 2 2012, 2013, 2013, 2015, 2018, 2018, 2019, 2019, 2020, 2020 

 
(a) State the parameter/s of interest and appropriate hypotheses for a significance test.  
 
(b) Name the appropriate test for this data and check the conditions for inference.  
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(c) Compute the test statistic and P-value.  
 
(d) What conclusion should the resident reach using a significance level of 𝛼 = 0.01?  
 
(e) What kind of error could the resident have made? Explain a potential consequence (lol) of this error.  
 
(f) If the resident had indeed made the kind of error in part (e), what could they do to reduce this probability of error if 
they were to conduct a similar study again?  
 
 
We’ll spend the rest of this lesson discussing the Inference Summary and looking at practice FRQs.  
 
 

AP TIPS 
1. On one-proportion 𝒛-tests, you must use 𝒑𝟎 when calculating standard error AND Large Counts.  
 
2. On two-proportion 𝒛-tests, you must use 𝒑𝑪 =

𝒙𝟏2𝒙𝟐
𝒏𝟏2𝒏𝟐

	when calculating standard error AND Large Counts.  
 
3. Stick to the script on conclusions! “Because P … 𝜶, we reject/fail to reject… We have/don’t have convincing 
evidence that…”  
 
4. We are NEVER convinced of the null hypothesis. So, on Type II errors, don’t say “We think that… null is true”. 
Instead, it’s “We don’t think… alternative is true…”  
 
5. If asked to interpret a P-value, you must begin with “Assuming the null (in context) is true…”.  
 
6. On the Do step, use the calculator!! You’ll spend much of your time on conditions, so why waste it on Do?  
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Lesson 5: Solve for why?  
 

 
The difference between a 3 and 5 on the AP Statistics exam may come down to not just knowing what, but why.  
 
Below are a series of “why” questions for you to answer. Note: if a question is in context, the answer should be in context!  
 
Some tips:  

• Don’t say “the data” or “results.” Determine what is being measured and refer to it specifically (“proportion of 
people in this city who plan on voting” or “population average number of miles walked last week”).  

• If your answer can be followed by “So what?”, then you haven’t fully answered. For instance: “This could lead to 
bias because then the doctor might know what treatment patients received.” To which one might say: SO WHAT? 
This is only a problem if the doctor would treat patients differently! So, we might add  “… which might 
systematically affect how the doctor assesses the patients. For instance, the doctor might treat patients who 
received the new drug as if they improved more than they actually did.”  

• Know your conditions! 
 
1. A high school principal wants to estimate what percentage of students at her school think she’s a good principal. She 
decides to obtain a random sample of 50 students and have them complete a quick survey.  
(a) What is the purpose of the high school principal randomly selecting the 50 students?  
 
 
 
(b) The principal is considering asking each student to come to her office to fill out the survey. Explain why this might 
lead to bias.  
 
 
 
 
 
 
2. A researcher is testing which of two diaper creams is more effective at reducing the severity of diaper rashes. They 
have 20 babies with diaper rash that have been given permission to participate in the study. Rather than randomly assign 
10 of the babies to one cream and the remaining 10 babies to the other cream, the researcher is considering pairing the 
babies by initial severity of the rash and then randomly assigning one baby in each pair to each cream. What is the 
purpose of the pairing compared to simply randomly assigning 10 babies to each cream?  
 
 
 
 
 
 
3. A company that runs 10 daycares all over metro Atlanta is considering changing their daily hours from closing at 6:00 
p.m. to closing at 5:00 p.m. They would like to conduct a survey to estimate what percentage of families feel they would 
be greatly affected by this change.  
(a) The company is considering using a stratified random sample. Identify a good stratifying variable and explain why you 
chose this variable.  
 
 
 
 
(b) Why might the company want to conduct a stratified random sample over a cluster random sample?  
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4. The assignment of treatments in an experiment is almost always done randomly. Why is this?  
 
 
 
 
 
 
5. A study found that 10 middle schools that required students to wear a uniform had a higher percentage of students 
graduate from college than did 12 middle schools that didn’t require students to wear any kind of uniform. Suppose that 
both sets of middle schools were randomly sampled out of the respective populations of all middle schools that do/do not 
require a uniform.  
(a) Was this an experiment or observational study? Explain.   
 
 
 
(b) Why can we not conclude that wearing uniforms makes students more likely to graduate from college?  
 
 
 
 
 
 
6. When performing literally any inference procedure, we check a condition called Random. Why do we check this?  
 
 
 
 
 
7. When we perform inference procedures for means or proportions, we check that the sample size is less than 10% of the 
population size. Why do we check this?  
 
 
 
 
 
8. When we perform inference procedures for proportions, we check some variation of 𝑛𝑝 ≥ 10 and 𝑛(1 − 𝑝) ≥ 10. Why 
do we check this?  
 
 
 
 
 
9. When we perform inference procedures for means, we check whether the population distribution is normal, the sample 
size/s is/are greater than 30, or whether sample data looks reasonably symmetric. Why do we do this?  
 
 
 
10. Why does 𝑝4 	exist, and when do we use it?  
 
 
 
11. Why is the median resistant, while the mean is not?  
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Lesson 6: Simulation Activity 
 

Simulation Activity 
To see if fish oil can help reduce blood pressure, 12 males with high blood pressure were recruited and randomly assigned 
to one of two treatments.  The first treatment was a four-week diet that included fish oil and the second was a four-week 
diet that included regular oil.  At the end of the four weeks, each volunteer’s blood pressure was measured again and the 
reduction in diastolic blood pressure was recorded.  The results of this study are shown below.  Note that a negative value 
means the subjects blood pressure increased [New England Journal of Medicine 320 (1989)].  
 
Fish Oil: 8 12 10 14 0 0 �̅�5 = 7.33 
Regular Oil: -6 0 1 2 -4 6 �̅�6 = −0.17       
Difference (�̅�5 − �̅�6) = 7.50 
 
Is this convincing evidence that fish oil is better than regular oil for reducing diastolic blood pressure?  In other words, is 
the difference in mean reduction statistically significant? 
 
(a) Should/can we carry out a two-sample 𝑡-test? Why or why not?  
 
 
 
 
 
 
 
 
(b) Describe a simulation that could be conducted to estimate the likelihood of getting a mean difference as large as 7.50 
assuming that the types of oil had the same effects.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(c) Carry out 3 trials of your simulation.  
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The dotplot below shows the mean difference for 500 simulations similar to those you carried out.  
 

 
 

Based on the dotplot, is there convincing evidence that fish oil is more effective at reducing blood pressure than regular 
oil?  
 
 
 
 
 
 
 
 
Summary Example: 
An AP Statistics class (n = 29) did an activity where each student was randomly assigned a “treatment,” standing or 
sitting, then measured their pulse rate for 30 seconds. Then each student did the other treatment (as a matched pairs 
design). The graph of the difference for each student and some summary statistics are given below. 
 

Summary Statistics for Distribution of Difference in Pulse Rates (Standing – Sitting) 
Mean: 3.93  Standard deviation: 4.67   Median: 4.0 

 

 
 
(a) Based on the graph of the distribution of differences in pulse rate, do you think we have statistically significant 
evidence that standing pulse rates are higher than sitting pulse rates? 
 
 
 
 
Let’s assume that the treatments (standing and sitting) had no effect whatsoever. This would mean that a person’s pulse 
rate was different because of other factors (time of day, cortisol levels, and other uncontrolled factors), but not from the 
fact that they were standing or sitting – had they been randomly assigned the opposite treatment, their pulse rate would 
have been the same.  
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The teacher performed a simulation with statistics software under the assumption that the differences in standing or sitting 
pulse rate occurred only by random chance alone, not because of the treatments themselves. The dotplot with 1000 trials is 
shown. 
 
(b) What does one dot represent in the dot plot? 
 
 
 
(c) Does this simulation provide evidence that standing heart rates are  
higher than sitting pulse rates?  
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Lesson 7: Wrapping Up 
 

1. Make sure your calculator is charged/has new batteries.  
 
2. Go to MODE and make sure your Stat Wizards are ON.  
 
3. Which tests will you certainly NOT use on the exam?  
 

 
 
4. Strategy for attacking FRQs 
 - Go knock out #1 or #2 (the easiest question).  
 - Go start on #6: go as far as you can.  
 - Go back and finish #1-5.  
 - Go back to #6.  
 
5. Tricky Fact Blitz: True or False?  

 (a) The standard error of �̂�( − �̂�# for a two-proportion 𝑧-test is w78#(('78#)&#
+ 78$(('78$)

&$
.	 

 
 (b) The area to the right of 2 standard deviations above the mean is larger under a 𝑡-distribution with 20 df than  

under a normal distribution.  
 
 (c) We use 𝑡 because that’s what we always use for means.  
 
 (d) If an experiment randomly assigned treatments, then you can infer the results of the experiment to a larger 
 population.  
 
 (e) A segmented bar graph is used to show the relationship between two quantitative variables.  
 
 (f) An interval for a population slope uses a 𝑡-critical value with 𝑑𝑓 = 𝑛 − 2. 
 
 (g) A value of 𝑟 close to 1 or −1 indicates a linear relationship is appropriate.  
 
6. Visiting the Cram Sheet 
 
7. Miscellaneous: Any questions or topics you’d like to discuss? If not, we can work on a practice exam.  
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Inference Summary 
 

 The Four-Step Process & how to get a 4 
 CONFIDENCE INTERVALS SIGNIFICANCE TESTS 

STATE State the parameter of interest. 
State the confidence level. 

Define the parameter/s.  
State your hypotheses and 𝛼. 

PLAN Name the method or give the formula. 
Check conditions. 

Name the test.  
Check conditions.  

DO Give correct interval.  Report the test statistic and 𝑃-value.  
Report df if relevant.  

CONCLUDE 
We are ___% confident that the interval 

from ____ to _____ captures the true 
parameter in context.  

ONE OF TWO OPTIONS: 
1. Because 𝑃 =___<___= 𝛼, we reject 𝐻6. We 

have convincing evidence that alternative 
hypothesis in context.  

OR 
2. Because 𝑃 =___>___= 𝛼, we fail to reject 𝐻6. 

We do not have convincing evidence that 
alternative hypothesis in context. 

 
 
Confidence Interval: statistic ± (critical value)(standard deviation of statistic) … (for inference about slope, this is just 
𝑆𝐸;) 
Standardized test statistic = statistic	'	parameter

standard	deviation	of	statistic
 ..... this is the 𝑧 or 𝑡 we use to calculate the P-value.  

 
Below is a comprehensive list of the inference methods in AP Statistics. They are largely separated into two categories: 

PROPORTIONS and MEANS.  
 
How do you know when to use PROPORTIONS? Key words: PERCENTAGE, PROPORTION, RATIO 
 
How do you know when to use MEANS? Key words: MEAN, AVERAGE, NUMBER OF  
 
How do you know when to do an INTERVAL? Key words: CONSTRUCT, CONFIDENCE LEVEL, ESTIMATE 
 
How do you know when to do a HYPOTHESIS TEST? Key words: CARRY OUT, CONVINCING EVIDENCE, 
STATISTICALLY SIGNIFICANT 
 
WHY DO WE HAVE TO USE 𝑡, AND HOW DOES IT DIFFER FROM 𝑧? 

- We use 𝑡 when we don’t know the population standard deviation – this exclusively applies to means and slopes.  
- Any critical value 𝑡 is larger than its corresponding 𝑧 critical value for any finite 𝑛.  
- The shape of a 𝑡 distribution (for means) is based on the degrees of freedom, calculated by 𝑛 − 1 for means and    

𝑛 − 2 for slopes. The larger the sample size, the larger the degrees of freedom, and the more the 𝑡 distribution 
resembles a Normal distribution.  

 
CALCULATING CRITICAL VALUES FOR CONFIDENCE INTERVALS 
Let 𝐶% be the confidence level. Then, convert this into a decimal (0. 𝐶) and use one of the following commands: 

- For 𝑧, enter: invNorm(0.𝑪 + 𝟏
𝟐
(𝟏 − 𝑪), 𝟎, 𝟏).	 

- For 𝑡,	enter: invT(𝟎. 𝑪 + 𝟏
𝟐
(𝟏 − 𝑪),	df) 

All this says is that you must remember to add the left tail, since both calculator commands only do areas to the left.  
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TABLE I: INFERENCE ABOUT A PROPORTION 

Name Formula/s TI83/84 
Function Conditions Additional 

Information 

One-
proportion  
𝑧-interval for 

𝑝 

�̂� ± 𝑧∗%
�̂�(1 − �̂�)

𝑛  

 
𝑧∗ = invNorm(low,	.𝐶

+
1
2 (1−. 𝐶)) 

A: 1-PropZInt 

1. Random: Data from a 
random sample or randomized 

experiment 
2. Independence: Sample size is 

less than 10% of population 
size 

3. Large Counts: At least 10 
successes and failures: 𝑛�̂� ≥

10, 𝑛(1 − �̂�) ≥ 10 
 

MUST USE 𝑝1 for LC if a test. 

Must show specific 
numbers for 

condition  
#2  
 

Interval contains all 
plausible values of 

parameter 𝑝 

One-
proportion  
𝑧-test for 𝑝 

𝑧 =
�̂� − 𝑝1

=𝑝1(1 − 𝑝1)𝑛

 

𝑃-value: Use normalcdf 

5: 1-PropZTest 
Reject if 𝑃 < 𝛼 

Fail to reject if 𝑃 >
𝛼 

 
 
 
 
 
TABLE 2: INFERENCE ABOUT A MEAN  

Name Formula/s TI83/84 
Function Conditions Additional 

Information 

One-sample  
𝑡-interval for 

𝜇 

�̅� ± 𝑡∗ F
𝑠2
√𝑛
I 

with df = 𝑛 − 1 

𝑡∗ = invT(low,	.𝐶 +
1
2
(1−. 𝐶),	df) 

8: TInterval 

1. Random: Data from a random 
sample or randomized 

experiment 
1a. 𝑛 ≤ 3

31
𝑁 if sampling without 
replacement 

2. Independence: Reasonable to 
believe that individuals in 

sample are independent of one 
another (based on context of 

problem – usually randomness!) 
(if paired, order of treatments 

was randomized) 
3. Normality: Population 

distribution is approx. Normal  
OR 

𝑛 ≥ 30 (CLT) 
OR  

Sample data has no strong skew 
or outliers  

Must draw boxplot if 
𝑛 < 30 

 
Interval contains all 
plausible values of 

parameter 𝜇 

One-sample  
𝑡-test for 𝜇 

 
(could be 
PAIRED) 

𝑧 =
�̅� − 𝜇1
𝑠2
√𝑛

 

with df = 𝑛 − 1 
𝑃-value: Use tcdf 

 
if PAIRED 

𝑧 =
�̅�4 − 0
𝑠2!
√𝑛

 

2: TTest 
Reject if 𝑃 < 𝛼 

Fail to reject if 𝑃 >
𝛼 
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TABLE 3: INFERENCE ABOUT TWO PROPORTIONS 

Name Formula/s TI83/84 
Function Conditions Additional 

Information 

2-proportion 
𝑧-interval for 
𝑝3 − 𝑝5 

(�̂�3 − �̂�5) ± 𝑧∗%
�̂�3(1 − �̂�3)

𝑛3
+
�̂�5(1 − �̂�5)

𝑛5
 B: 2-PropZInt 

1. Random: Data from 
independent random 

samples or randomized 
experiment 

1a. 𝑛3 ≤
3
31
𝑁3, 𝑛5 ≤

3
31
𝑁5 

if sampling without 
replacement 

2. Independence: Both 
sample sizes are less than 
10% of their respective 

population sizes 
3. Large Counts: At least 

10 successes and 10 
failures for both samples 

 
MUST USE 𝑝6 =

2"72#
8"78#

 for 
2-prop test 

Large Counts – use 
ACTUAL for 

interval 
Large counts – 

MUST 
CALCULATE (use 

𝐻1) 
Interval contains all 
plausible values of 
the parameter (the 
difference) 𝑝3 − 𝑝5 

2-proportion 
𝑧-test for  
𝑝3 − 𝑝5 

𝑧 =
(�̂�3 − �̂�5) − 0

=�̂�6(1 − �̂�6)𝑛3
+ �̂�6(1 − �̂�6)𝑛5

 

where 𝑝6 is overall proportion of 
successes (still must be weighted by 

respective sample sizes) 

6: 2-PropZTest 

Must show specific 
numbers for 
condition #2 

 
Reject if 𝑃 < 𝛼 

Fail to rej. if 𝑃 > 𝛼 

 
 
 
 
 
TABLE 4: INFERENCE ABOUT TWO MEANS 

Name Formula/s TI83/84 
Function Conditions Additional 

Information 

2-sample 𝑡-
interval for 
𝜇3 − 𝜇5 

(�̅�3 − �̅�5) ± 𝑡∗%
𝑠35

𝑛3
+
𝑠55

𝑛5
 

Use whichever df is smaller. 

0: 2-SampTInt 

1. Random: Data from random 
samples or randomized 

experiment 
2. Independent: Reasonable to 

believe that samples are 
independent of one another 

(based on context of problem – 
usually randomness!) 

3. Large Counts: Population 
distribution is approx. Normal  

OR 
𝑛 ≥ 30 (CLT) 

OR  
Sample data has no strong skew 

or outliers  
  

Must draw boxplot 
if 𝑛 < 30 

 
Interval contains all 
plausible values of 
the parameter (the 
difference) 𝑝3 − 𝑝5 

2-sample 𝑡-
test for 𝜇3 −

𝜇5 

𝑡 =
(�̅�3 − �̅�5) − (𝜇3 − 𝜇5)

%𝑠3
5

𝑛3
+ 𝑠55
𝑛5

 

where 𝑝6 is overall proportion of  

4: 2-SampTTest 

Must draw boxplot 
if 𝑛 < 30 

 
 

Reject if 𝑃 < 𝛼 
Fail to reject if 𝑃 >

𝛼 
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TABLE 4: INFERENCE ABOUT DISTRIBUTION OF CATEGORICAL VARIABLES 
# of 

Samples/Groups Name Formula/s TI83/84 
Function Conditions Additional 

Information 

1 

Chi-square 
test for 

goodness of 
fit 

𝜒5

= 𝛴
(observed	–	expected)5

expected  

 
df = #	of categories −	1 

D: 𝝌𝟐GOF-
Test 

1. Random: Data 
from random 
samples or 
randomized 
experiment 

2. Large Counts: 
All expected counts 

are at least 5  

Enter observed 
counts into L1 and 

expected counts 
into L2 

 
Expected counts = 

Multiply each 
category size by 

the assumed 
proportion	  

2 or more 
Chi-square 

test for 
homogeneity 

𝜒5

= 𝛴
(observed	–	expected)5

expected  

 
df = (# rows – 1)(# columns – 

1) 

C: 𝝌𝟐-Test 

Enter observed 
counts into Matrix 
A, run test, then go 
back to Matrix B 
and you will have 

your expected 
counts 

 
Expected counts = 
(row	total)(column	total)

overall	total
	  

 
 
How to tell apart test of HOMOGENEITY and test of INDEPENDENCE/ASSOCIATION 
A test of homogeneity will have either multiple samples or an overall group split into multiple treatment groups.  
A test of independence/association will have one sample of individuals that are just categorized by two 
variables.  
 
 
 
TABLE 5: RELATIONSHIP BETWEEN TWO CATEGORICAL VARIABLES 

# of 
Samples Name Formula/s TI83/84 

Function Conditions Additional 
Information 

2 
Chi-square 

test for 
independence 

𝜒5 = 𝛴
(observed	–	expected)5

expected  

 
df = (# rows – 1)(# columns – 1) 

C: 𝝌𝟐-Test 

1. Random: Data from 
random samples or 

randomized experiment 
2. Large Counts: All 

expected counts are at 
least 5  

Enter observed 
counts into Matrix 
A, run test, then go 
back to Matrix B 
and you will have 

your expected 
counts 

 
Expected counts = 
(row	total)(column	total)

overall	total
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TABLE 6: INFERENCE ABOUT A SLOPE (RELATIONSHIP BETWEEN 2 QUANTITATIVE 
VARIABLES) 

Name Formula/s TI83/84 
Function Conditions Additional 

Information 

One-sample 
𝑡-interval for 

𝛽 

𝑏 ± 𝑡∗(𝑆𝐸G) 
 

df = 𝑛 − 2 
 

𝑆𝐸G will usually be given in computer 
readout; no need to divide by √𝑛. 

G: LinRegTInt 

1. Linear:  
- scatterplot is linear, residual 
plot has no form 
2. Independent observations; 
check 10% condition if 
sampling without 
replacement. 
3. Normal: Responses are 
scattered Normally about 
residual = 0 line for all 𝑥. 
4. Equal SD: Responses 
scattered evenly about 
residual = 0 line.  
5. Random: Data comes from 
a random sample or 
randomized experiment. 
  

Interval contains 
all plausible values 

of the parameter 
(the true slope) 𝛽 

One-sample 
𝑡-test for 𝛽 

𝑡 =
𝑏 − 𝛽1
𝑆𝐸G

 

(usually 𝑡 = GH1
IJ$

) 
 

df = 𝑛 − 2 

F: LinRegTTest 

1. Linear:  
- scatterplot is linear, residual 
plot has no form 
2. Independent observations; 
check 10% condition if 
sampling without 
replacement. 
3. Normal: Responses are 
scattered Normally about 
residual = 0 line for all 𝑥. 
4. Equal SD: Responses 
scattered evenly about 
residual = 0 line.  
5. Random: Data comes from 
a random sample or 
randomized experiment. 
 

Reject if 𝑃 < 𝛼 
Fail to reject if 

𝑃 > 𝛼 
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Correct Interpretations of Intervals 
Every interval starts with this: “We are C% confident that the interval from ____ to ____ captures…” 

Type of Interval Interpretation (continued from script 
above) 

Notes 

One proportion z-
interval the true proportion of … in (population).   Context is your best friend. 

One sample t-
interval the true mean … in (population).   Context is your best friend.  

Paired t-interval the true mean difference of … (order of 
subtraction) in (population).  

Mean difference = singular! Subtraction 
occurs in pairs before mean is calculated.  

Two-proportion z-
interval 

the true difference in proportions of … 
(order of subtraction) in (population).  Order of subtraction IS important. 

Two-sample t-
interval 

the true difference in mean … (order of 
subtraction) in (population).  

Order of subtraction IS important, and 
“true difference in means” is plural 
(aligns with two-sample). Subtraction 
occurs after the two means are 
calculated. 

 
Correct Forms of Hypotheses 

Test Correct 𝑯𝟎 Correct 𝑯𝒂 (only one in each row, of 
course) 

One-proportion z-
test 𝐻6: 𝑝 = 𝑝6(some value) 𝐻<: 𝑝 >,<,≠ 𝑝6 

One-sample t-test 𝐻6: 𝜇 = 𝜇6(some value) 𝐻<: 𝜇 >,<,≠ 𝜇6 
Paired t-test 𝐻6:	𝜇Z = 0 𝐻<:	𝜇Z >,<,≠ 0 
Two-proportion z-
test 

𝐻6:	𝑝. − 𝑝3 = 0 OR 
𝐻6:	𝑝. = 𝑝3 

𝐻<: 𝑝. − 𝑝3 >,<,≠ 0 
𝐻<:	𝑝. >,<,≠ 𝑝3 

Two-sample t-test 𝐻6:	𝜇. − 𝜇3 = 0 OR 
𝐻6:	𝜇. = 𝜇3 

𝐻<: 𝜇. − 𝜇3 >,<,≠ 0 
𝐻<:	𝜇. >,<,≠ 𝜇3 

Chi-squared GOF 
test 

𝐻6:	The distribution of proportions of _____ 
are equal to those stated. 

𝐻<:	The stated distribution of proportions of 
______ are not equal to those stated. 

Chi-squared 
homogeneity 

𝐻6:	The distributions of _______ are the 
same for each _________. OR 

Often, just use the context of the problem. 

𝐻<:	The distributions of _______ are not the 
same for each _________. OR 

Often, just use the context of the problem. 

Chi-squared 
association/ 
independence 

𝐻6:	_____ and _____ are independent in the 
population of _____. OR 

𝐻6: There is not an association between 
_____ and _____ in the population of 

_____. 

𝐻<:	_____ and _____ are not independent in 
the population of _____. 

𝐻<:	There is an association between _____ 
and _____ in the population of _____. 

 
What information can be gleaned from tests and intervals? 
What if you reject the null hypothesis and have statistically significant evidence of the alternative hypothesis? 
- IF the study is observational, you cannot conclude cause-and-effect; you can only conclude association (“a 
relationship”). However, if the random condition is met, the results can be inferred to the population that the sample came 
from.  
- IF the study is an experiment that meets the conditions for inference, you can conclude cause-and-effect. However, 
unless the individuals were randomly selected for the experiment (unlikely), the results cannot necessarily be inferred to a 
larger population.  
- Any value within a confidence interval (of a high level, say 90%+) is plausible. So, for example, if every value in an 
interval is positive, then it is not plausible that the value is 0, so you have statistically significant evidence that the value is 
positive.  
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Name That Test 
 

Often, it’s not running a hypothesis test or constructing 
a confidence interval that is difficult for students: it’s 

choosing the correct one.  
 

As such, the following questions are parts of AP FRQs. 
For each, simply name the correct inference procedure.  

 
You may have seen some of these before, but it’s still 

great practice.  
 

The solutions are on page 54.  
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1.  

 
 
2.  

 
 
3.  
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4.  

 
 
5.  
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6.  
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7.  

 
 
8.  

 
 
9.  
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10.  

 
 
11. 

 
 
12.  
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13.  

 
 
14.  
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15.  

 
 
16.  

 
 
17.  
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18.  
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19.  

 
 
20.  
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21. 

 
 
22. 
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23.  

 
 
24.  

 
 
25.  
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26.  

 
 
27.  
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28.  

 
 
29.  
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30.  

 
 

 

 

ANSWERS 
1. 2-sample t-test  11. 2-proportion z-interval 21. Paired t-interval 
2. 1-proportion z-interval 12. 2-proportion z-test  22. 𝜒! independence 
3. 2-proportion z-test  13. Two-sample t-test  23. 2-sample t-test 
4. 𝜒! independence  14. 𝜒! homogeneity  24. Paired t-test 
5. 1-proportion z-test  15. 1-sample t-test  25. t-test for slope 
6. Paired t-test   16. 2-sample t-interval 26. 1-proportion z-interval 
7. 2-proportion z-test  17. Paired t-test   27. 2-sample t-interval 
8. 1-sample t-interval  18. 𝜒! goodness of fit  28. 𝜒! goodness of fit 
9. 1-proportion z-interval 19. t-interval for slope  29. 1-proportion z-test 
10. t-test for slope  20. 1-proportion z-test  30. 2-proportion z-test 
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AP Exam Review – 54 Multiple Choice Questions 
 

Answers are on page 64.  
 
1. Which of the following is true? 
        I. A simple random sample is any sampling technique where each individual in the population has the same 
           chance of being selected. 
       II. A simple random sample is a sample where every sample of the same size has the same chance of being 
           selected. 
      III. From a simple random sample of a population of size 10, there are 90 equally likely possible samples of 
           size 2 if sampling without replacement. 
 
(A) I only  (B) II only  (C) III only  (D) II and III  (E) I, II, and III 
 
2. A statistic student wishes to test the strength of various brands of paper towel. He chooses 5 brands and 
selects 6 towels from each brand. He randomly selects a towel and places it in an embroidery loop. Exactly 10 
ml of water and a large weight are placed in the center of the towel. The time it takes for the towel to break is 
recorded. He repeats this for the remaining towels. In this study, the explanatory variable is the 
(A) amount of time it takes for the towel to break 
(B) 10 ml of water and the large weight 
(C) brand of paper towel 
(D) large weight 
(E) thirty paper towels used in the experiment 
 
3. A student is interested in the effects of different walking styles on heart rate. She decides to use 30 volunteers 
from her school for her experiment. All 30 participants find their at-rest pulse rates. Each participant will walk 
twice for 10 minutes, once using a fast pace but with no arm movement and again using a fast pace, but with an 
exaggerated arm movement style. The experimenter throws a coin to determine which style each participant will 
walk first. All participants get sufficient rest between walks to let their pulse rates return to normal. The student 
then compares the increased pulse rate based on the walk with no arm movement to the increased pulse rate 
based on the walk with exaggerated arm movement for each student. Which of the following statements is true? 
(A) This is an observational study and not an experiment because the 30 individuals were not randomly 
selected. 
(B) Observations in this study are independent of one another. 
(C) Blocking is used in this study to reduce difference in increased pulse rates among individual students. 
(D) Because subjects were not randomly assigned to a control group, the design of the experiment is flawed. 
(E) This is an example of a completely randomized experiment.  
 
4. A sample of 99 distances has a mean of 24 feet and a median of 24.5 feet. Unfortunately, it has just been 
discovered that the maximum value in the distribution, which was erroneously recorded as 40, actually had a 
value of 50. If we make this correction to the data, then 
(A) the mean remains the same, but the median is increased. 
(B) the mean and median remain the same. 
(C) the median remains the same, but the mean is increased. 
(D) the mean and median are both increased. 
(E) we do not know how the mean and median are affected without further calculations. 
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5. Mr. Yates picked up a dozen items in the grocery store with a mean cost of $3.25. Then he added an apple pie 
for $6.50. The new mean for all 13 items is 
(A) $3.00  (B) $3.50  (C) $3.75  (D) $4.88  (E) None of the above  
 
6. The five-number summary for scores on a statistics exam is 11, 35, 61, 70, 79. In all, 380 students took the 
test. About how many had scores between 35 and 61? 
(A) 26   (B) 76   (C) 95   (D) 190  (E) None of these 
 
7. According to the U.S. Bureau of Labor Statistics, the monthly percentage change in the number of jobs in a 
certain state for the twelve months of 2011 had a mean of 0.08% and a standard deviation of 1.70%. From this 
information we can conclude that 
(A) the largest monthly change was 1.78%. 
(B) the distribution of monthly changes is strongly skewed to the right. 
(C) most of the monthly changes were negative. 
(D) the magnitude of the monthly deviations from the mean change averaged about 1.70%.  
(E) a mistake has been made. It makes no sense for the standard deviation to be greater than the mean. 
 
8. When testing water for chemical impurities, results are often reported as bdl, that is, below detection limit. 
The following are the measurements of the amount of lead in a series of water samples taken from inner-city 
households (in parts per million) 

5, 7, 12, bdl, 10, 8, bdl, 20, 6 
Which of the following statements can we be sure is true? 
(A) The mean lead level in the water is about 10 ppm.  
(B) The mean lead level in the water is about 9 ppm. 
(C) The median lead level in the water is 7 ppm. 
(D) The median lead level in the water is 8 ppm. 
(E) Neither the mean nor the median can be computed because some values are unknown.  
 
9. The heights (in centimeters) of the male and female students in a class are summarized in the following 
boxplots: 

 
 
 
 

Which of the following conclusions can be drawn from this graph? 
(A) About 50% of the male students have heights between 170 and 178 centimeters.  
(B) The median height of male students is about 163 centimeters.  
(C) The mean height of male students is about 178 centimeters.  
(D) For female students, the mean height is lower than the median height. 
(E) About 25% of the male students are taller than the tallest female student.  
 
10. A small company that prints custom t-shirts has 6 employees, one of whom is the owner and manager. 
Suppose the owner makes $120,000 per year and the other employees make between $40,000 and $50,000 per 
year. One day, the owner decides to give himself a $30,000 raise. Which of the following describes how the 
company’s mean and median salaries would change? 
(A) The mean and median would both increase by $5,000. 
(B) The mean would increase by $5,000 and the median would not change. 
(C) The mean would increase by $6,000 and the median would not change. 
(D) The median would increase by $6,000 and the mean would not change. 
(E) The mean would increase by $6,000, but we cannot determine the change in the median without more 
information. 
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11. The following is a histogram showing the actual frequency of the closing prices of a particular stock on the 
New York Stock Exchange over a 50-day period. The class that contains the third quartile is 
(A) 10-20 
(B) 20-30 
(C) 30-40 
(D) 40-50 
(E) 50-60 
 
 
 
 
 
 
 
 
12. For the data in the previous problem, which measures of center and spread would be most appropriate to 
use? 
(A) Mean and standard deviation 
(B) Mean and interquartile range 
(C) Mean and range 
(D) Median and interquartile range 
(E) Median and standard deviation 
 
13. Below are dotplots for three small data sets: A, B, and C. Without performing any calculations, rank the 
standard deviations of the datasets from lowest to highest.  

 
 
 

 
14. If 𝑃(𝐴) = 0.6, 𝑃(𝐵) = 0.2,	and 𝑃(𝐴 ∩ 𝐵) = 0.10,	which of the following must be true? 
(A) 𝐴 and 𝐵 are independent and mutually exclusive. 
(B) 𝐴 and 𝐵 are not independent, but they are mutually exclusive. 
(C) 𝐴 and 𝐵 are independent, but they are not mutually exclusive.  
(D) 𝐴 and 𝐵 are neither independent nor mutually exclusive. 
(E) 𝐴 and 𝐵 are mutually exclusive, but there is not enough information to determine if they are independent. 
 
15. Suppose the heights of 10-year-old boys is normally distributed with a mean of 55 inches and a standard 
deviation of 2.4 inches. How tall would a 10-year-old boy have to be so that only 20% of 10-year-old boys are 
taller than him?  
(A) 52.98 (B) 54.16 (C) 55.84 (D) 57.02 (E) 57.44 
 
16. Eric has to be at school by 9:00 a.m. every day. On any given day, the amount of time it takes Eric to get to 
school is approximately normally distributed with a mean of 15 minutes and a standard deviation of 3 minutes. 
If Eric leaves at 8:40 on a day, what is the probability he will be late? 
(A) 0.0228 (B) 0.0478 (C) 0.0685 (D) 0.9522 (E) 0.9773 
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17. A convenience store sells one type of drink with either “You win a free drink!” or “Try again!” printed on 
each drink’s bottle cap. The drink advertises that 1 in 5 win a free drink. Six friends walk into the store and each 
buy a drink. What is the probability that 2 of them win a free drink?  
(A) 0.0164  (B) 0.2458  (C) 0.5316  (D) 0.6554  (E) 0.9011 
 
18. Suppose the number of candy bars sold by a machine in a hospital on a randomly selected day is normally 
distributed with a mean of 27 and a standard deviation of 5.5. The machine costs $7 to operate per day and each 
candy bar costs $1.75 (yeah, expensive). What is the probability that the profits from the machine will be more 
than $50?  
(A) 0.0001  (B) 0.0778  (C) 0.1024  (D) 0.1225  (E) 0.1555  
  
19. The distribution of diameters of Granny Smith apples is normal with a standard deviation of 1.1 centimeters. 
If a Granny Smith apple has a diameter that puts it at the 80th percentile of all Granny Smith apples, how much 
larger is its diameter than average?  
(A) 0.765 cm  (B) 0.842 cm  (C) 0.926 cm  (D) 1.1 cm  (E) 1.28 cm 
 
20. On the SAT prior to 2016, each question had five answer choices, only one of which is correct. A correct 
answer was worth 1 point, an incorrect answer was worth −1/4 of a point, and a blank answer was worth 0 
points. If a student randomly guessed on 10 questions on the old SAT, what is the probability they would earn at 
least 1 point?  
(A) 0.033  (B) 0.088  (C) 0.121  (D) 0.244  (E) 0.322  
 
21. A hypothesis test of 𝐻6: 𝜇 = 2 versus 𝐻<: 𝜇 ≠ 2 for a sample of size 15	results in a test statistic of −1.538. 
What is the 𝑃-value for this test? 
(A) 0.062  (B) 0.0703  (C) 0.124  (D) 0.146  (E) 0.154 
 
22. A zoo wanted to estimate the difference in the average weight of its crocodiles and the average weight of its 
alligators. The zoo has 8 crocodiles and 14 alligators. Which of the following is the most appropriate critical 
value to use for a 98% confidence interval for the difference in average weights? 
(A) 2.28  (B) 2.52  (C) 2.65  (D) 3.00  (E) 3.24   
 
23. Which of the following is true of Q1 in any normal distribution?   
(A) It is half the mean.  
(B) It is half the median.  
(C) It is 0.5 standard deviations below the mean.  
(D) It is 0.674 standard deviations below the mean.   
(E) It is 25% smaller than the median.   
 
24. A certain distributor of brake pads has 3 plants, A, B, and C. 20% of brake pads are made at Plant A, 50% 
are made at Plant B, and 30% are made at Plant C. At plants A, B, and C, the percentage of parts that are 
defective are 5%, 7%, and 8%, respectively. If a part is found to be defective, what is the probability that it 
came from Plant C?  
(A) 0.024  (B) 0.069  (C) 0.348  (D) 0.507  (E)  
 
25. Suppose that 𝐴 and 𝐵 are events such that 𝑃(𝐴) = 0.3 and 𝑃(𝐵) = 0.5. If 𝑃(𝐴 ∪ 𝐵) = 0.8, which of the 
following is true? 
(A) A and B are independent and mutually exclusive. 
(B) A and B are independent, but not mutually exclusive. 
(C) A and B are not independent, but they are mutually exclusive. 
(D) A and B are neither independent nor mutually exclusive. 
(E) It is impossible to determine without additional information.   
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26. The distribution of test scores on a calculus departmental final at a certain university is normally distributed 
with a mean of 70 and a standard deviation of 7.5 points. Which of the following is equal to the 90th percentile 
of scores on this final? 
(A) 70 + 0.9(7.5) (B) 70 + 1.1(7.5) (C) 70 + 1.282(7.5)    (D) 70 + 1.645(7.5) (E) 70.9 
 
27. Suppose a certain company’s fruit basket is made of 4 green apples and 5 oranges. The distribution of 
weights of green apples is normal with a mean of 180 grams (g) and a standard deviation of 14 g, while the 
distribution of weights of oranges is normal with a mean of 155 g and a standard deviation of 10 g. An empty 
basket weighs 240 grams. Assuming a basket is a random collection of 4 apples and 5 oranges, what is the 
standard deviation of the distribution of weights of the company’s fruit baskets?  
(A) 10.3 grams (B) 14.8 grams (C) 31.6 grams (D) 35.8 grams (E) 36.9 grams  
 
28. The distribution of yearly salaries at a certain large corporation is heavily right skewed with a mean of 
$40,000 and a standard deviation of $4,000. A random sample of 16 employees will be selected and the mean 
salary of the employees will be calculated. Which of the following most correctly describes the sampling 
distribution of the sample mean of the 16 employees? 
(A) Slightly right skewed, mean = $40,000, standard deviation = $250 
(B) Slightly right skewed, mean = $40,000, standard deviation = $1,000 
(C) Approximately normal, mean = $40,000, standard deviation = $250 
(D) Approximately normal, mean = $40,000, standard deviation = $1,000 
(E) Approximately normal, mean = $40,000, standard deviation = $4,000 
 
29. A government agency in charge of state-provided scholarships is looking to estimate the mean amount of 
money freshman spend on textbooks at a certain university. They randomly sample 100 freshmen and calculate 
the mean amount of money the 100 students spend on textbooks. Which of the following is NOT a reason for 
randomly selecting the 100 students?  
(A) So that Central Limit Theorem applies  
(B) So that the sample mean can be inferred to the population of all students at school 
(C) So that the amount spent by each student is independent of one another 
(D) So that sample mean is unbiased estimator 
(E) So that the sample is reasonably representative of the population 
 
30. Suppose that 4% of all parts produced at a certain factory are defective, and the rest are working properly. A 
quality control manager will randomly sample 100 parts and examine what proportion of the parts are working 
properly. Which of the following is the shape of the sampling distribution of the sample proportion of parts that 
are working properly? 
(A) Left skewed (B) Right skewed (C) Uniform (D) Bimodal (E) Approx. normal 
    
31. A breeder of rabbits has a new litter of 30 newborn rabbits. The average weight of the rabbits is 5 ounces 
and the standard deviation is 3.1 ounces. Which of the following is the shape of the distribution of the weights 
of the 30 rabbits? 
(A) Left skewed (B) Right skewed (C) Approx. normal (D) Uniform (E) Bimodal 
 
32. When randomly sampling with sample size 𝑛 and calculating a sample mean to estimate a population mean, 
which of the following correctly describes the statement of the Central Limit Theorem? 
(A) As sample size increases, sample means get closer to true mean. 
(B) When random sampling, the sample mean is an unbiased estimator. 
(C) For large sample sizes, the sampling distribution of the sample mean is approximately normal. 
(D) For large 𝑛, individuals are reasonably independent. 
(E) For large 𝑛, a 𝑡-critical value is not necessary.  
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33. Twenty-five students at Morris Knolls High School and their SAT scores are recorded. A 95% confidence 
interval for the mean SAT score is 900 to 1100. Which of the following statement gives a valid interpretation of 
this interval? 
(A) 95% of the 25 students have a mean score between 900 and 1100. 
(B) 95% of the population of all students at Morris Knolls have a score between 900 and 1100. 
(C) If this procedure were repeated many times, 95% of the resulting confidence intervals would contain the 
true mean SAT score at Morris Knolls.  
(D) If this procedure were repeated many times ,95% of the sample means would be between 900 and 1100. 
(E) If 1000 samples were taken and a 95% confidence interval was computed, approximately 50 of the intervals 
will capture the true mean SAT score at Morris Knolls.  
 
34. A survey was conducted to determine the percentage of college freshmen that planned to take a math course 
while in college. The results were given as 75% with a margin of error of 4%. What does the margin of error of 
4% mean? 
(A) The percentage of the population that was surveyed was between 71% and 79%.  
(B) 4% of the population was not included in the survey.  
(C) There is a 4% chance that a randomly selected student would say they are 75% confident they will take a 
math class in college.  
(D) There is a 96% chance that 75% is the true percentage of college freshmen that plan to take a math course 
while in college. 
(E) The difference between the sample proportion and the population proportion is likely to be less than 4%.  
 
35. Consider a significance test of the hypotheses 𝐻6: 𝜇 = 0 versus 𝐻6: 𝜇 ≠ 0 at significance level 𝛼.	Gather a 
sample mean from a sample of size 𝑛	and construct a confidence interval about the sample mean that will reach 
the same conclusion as the significance test. Which of the following will would most likely result in the widest 
confidence interval for estimating 𝜇?  
(A) 𝑛 = 100, 𝛼 = .01   (D) 𝑛 = 50, 𝛼 = 0.05	  
(B) 𝑛 = 50, 𝛼 = .01    (E) 𝑛 = 100, 𝛼 = 0.10 
(C) 𝑛 = 100, 𝛼 = .05    
 
36. A health fitness research group wishes to estimate the mean amount of time (in hours) that members of a 
fitness center spend each week exercising at the center. They want to estimate the mean within a margin of error 
of 0.5 hours with a 95% level of confidence. Previous data suggests that the standard deviation of the time of 
hours of members at this fitness center is 2.2 hours. Which of the following is the smallest sample size that 
meets these criteria? 
(A) 60   (B) 75   (C) 90   (D) 180  (E) 190 
 
37. A researcher wishes to use a 99% confidence interval to estimate the proportion of Americans who have 
visited an entertainment theme park near Orlando within the last five years. The researcher wishes to choose a 
size that will ensure a margin of error not to exceed 5 percent. Which of the following is the smallest sample 
size that will guarantee the margin of error will be less than 5 percent? 
(A) 40   (B) 200  (C) 400  (D) 600  (E) 700 
 
38. Research has shown that the standard deviation of the washers produced by a certain company is 
approximately 0.035 mm. Researchers wish to create a 90% confidence interval to estimate the average 
diameter of the washers such that the interval has a margin of error of no more than 0.005 mm. What is the 
minimum sample size that company can use? 
(A) 11   (B) 12   (C) 122  (D) 133  (E) 145 
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39. An association wishes to design and conduct a poll to determine the proportion of Americans who oppose a 
law limiting the sale of handguns. If they wish to be 98% confident that their sample results differ from the true 
population proportion by no more than 0.07, which of the following choices is the smallest sample sizes they 
should use?  
(A) 156  (B) 215  (C) 250  (D) 300  (E) 500 
 
40. A marine biology professor would like to assess if there is a relationship between how long her students 
study for her final exam and their scores on the exam. She has all of her students record how long they spend 
studying for the final exam, and once the exam is over, she randomly samples 20 students and records how long 
they reported studying and their final score. She calculates a least-squares regression line of 𝑦p = −12.73 +
4.61𝑥. When she runs a 𝑡-test for the sample slope 4.61, she gets a 𝑃-value of 0.054. At a significance level of 
𝛼 = 0.05,	what conclusion should the professor make? 
(A) Find convincing evidence of a relationship between hours and score 
(B) Find convincing evidence of no relationship between hours and score 
(C) Not find convincing evidence of a relationship between hours and score 
(D) Not find convincing evidence of no relationship between hours and score 
(E) No conclusion can be made because the sample size was only 20.  
  
41. A quality control manager randomly sampled 100 bags of rice from the supply line to assess the average 
number of “brokens,” or pieces of rice that are broken, in the bags. The manager then creates a 90% confidence 
interval to estimate the mean amount of brokens in the entire supply line. If the manager were to have selected 
25 bags of rice instead of 100 and then created a 90% confidence interval, approximately how would the width 
of the new interval compare to the original interval? 
(A) One fourth of the width  (D) Four times the width 
(B) One half of the width  (E) Sixteen times the width 
(C) Twice the width 
 
42. A two-sample t-test was conducted with the following hypotheses 𝐻6: 𝜇 = 4 versus 𝐻<: 𝜇 ≠ 4. A sample 
size of 100 was used with a significance level of 𝛼 = 0.05. The power of the test against the alternative mean 
𝜇 = 5 was 0.31. Which of the following would increase the power of the test the most? 
(A) Change the sample size to 50. 
(B) Change the significance level to 0.01.  
(C) Use an alternative mean of 1.  
(D) Use an alternative mean of 6.  
(E) Use an alternative mean of 7.  
 
43. Researchers at a zoo believe that male okapis (relatives of the giraffe) are more aggressive than male zebras, 
and therefore that there are a higher percentage of okapis in the wild are male than percentage of zebras in the 
wild that are male. They randomly sample okapis and zebras in the same geographic region and their data is 
presented below:  

 Number of animals Number of male animals 
Okapi 85 50 
Zebra  125 58 

At a significance level of 0.01, what conclusion should the researchers make?  
(A) Because 𝑃	 < 	0.01, reject the null hypothesis. 
(B) Because 0.01 < 𝑃 < 0.05, reject the null hypothesis. 
(C) Because 0.01 < 𝑃 < 0.05, fail to reject the null hypothesis. 
(D) Because 𝑃 > 0.05, fail to reject the null hypothesis. 
(E) Because 𝑃 > 0.05, reject the null hypothesis.  
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44. A school system is concerned about the amount of bacteria of students have on their hands with they come 
in from recess. They take a random sample of 10 students from their magnet elementary school and 10 students 
from one of their non-magnet elementary schools and measure the amount of bacteria on the students’ hands. 
The amounts, in parts per million, are shown in the table below:  

Magnet 3.2 5.4 7.1 4.6 3.8 5.1 4.0 4.2 6.1 5.4 
Non-magnet 7.1 8.2 5.1 3.2 5.6 6.6 5.8 4.3 7.0 9.4 

 
What type of test should be used to compare the average amount of bacteria between students at the schools? 
(A) Two-proportion z-test 
(B) One-sample t-test 
(C) Paired t-test 
(D) Chi-squared test of independence 
(E) Two-sample t-test 
 
45. Four hundred students at a university are selected to participate in a study assessing the percentage of time 
they spend on social media. Students are to record the percentage of their time spent on social media for one 
week, after which they view a twenty-minute video on the effects of screen time on the brain and eyes. After the 
video, students will then again record the percentage of their time spent on social media for another week. To 
estimate the difference in the percentage of time spent using social media before and after viewing the video, 
which type of statistical test should be used? 
(A) Two-proportion z-test for a difference of proportions 
(B) Two-sample t-test for a difference of means 
(C) Paired t-test for a mean difference 
(D) Two-sample z-test for a difference of means 
(E) One-proportion z-test 
 
46. A customer service representative at a telecommunications provider is curious as to what proportions of 
customers leave each of four types of reviews: 1 – Highly unlikely to recommend, 2 – Somewhat unlikely to 
recommend, 3 – Somewhat likely to recommend, and 4 – Highly likely to recommend. She randomly samples 
100 customer reviews from the previous month and calculates the proportions that leave each review. What type 
of statistical test should the representative use to test if customers are more likely to leave certain reviews than 
others?  
(A) Chi-squared test of independence 
(B) Two-proportion z-test 
(C) One-proportion z-test 
(D) Chi-squared goodness of fit test 
(E) Chi-squared test of homogeneity 
 
47. Suppose that a one-sample significance test of 𝐻6:	𝜇 = 0 versus 𝐻<:	𝜇 ≠ 0 is going to be conducted. Before 
it is, two confidence intervals – one with 95% confidence and one with 90% confidence – are created about the 
sample mean �̅�. If the 95% interval contains the value 0, but the 90% interval does not contain 0, at which of the 
following significance levels would you reject the null hypothesis in favor of the alternative? 
          I. 𝛼 = 0.01 
         II. 𝛼 = 0.05 
        III. 𝛼 = 0.10 
(A) I, II, and III (B) I and II only (C) II and III only  (D) II only   (E) III only 
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48. A track coach believes that a new style of running shoes will help his  800-meter (m) runners run more 
quickly. He takes his 14 runners and pairs the fastest two runners, the next fastest two, and so on, and randomly 
assigns one student in each pair to wear the new shoes and the other to wear the current team shoes. He has each 
student run the 800 m and records their times, as well as the difference in time, as shown below.  

 Mean (in minutes) Standard Deviation 
(in minutes) 

Current shoes 2.115 0.035 
New shoes 2.081 0.028 
Difference (current – 
new)  0.034 0.045 

Assuming that the distribution of the differences in times is reasonably normally distributed, what is the 𝑃-value 
for the correct test to determine if the new shoes help the students run faster?  
(A) 0.007  (B) 0.014  (C) 0.016  (D) 0.034  (E) 0.068  
 
49. A polling group wants to determine if there is an association between gender and political party in a certain 
city. It randomly samples 1,000 people and anonymously asks them their political preference. The results are 
shown in the table below.  

 Democrat Independent Republican Unsure Total 
Male 166 94 205 33 498 

Female 206 91 149 56 502 
Total 372 185 354 89 1000 

 
The test statistic for a chi-squared test of association was 𝜒3 = 19.14. What is the 𝑃-value for this test? 
(A) 0.000  (B) 0.007  (C) 0.008  (D) 0.014  (E) 0.016 
 
Use the following for questions #50-54: An ambitious reporter for a large university newspaper suspects that 
Mr. Hazzard, a new statistics teacher, is grading his introductory statistics students too harshly. From school 
records the reporter determines that over the past 2 years the proportions of students in all sections of 
introductory statistics (taught by many different teachers) received grades of A, B, C, D, or F in the following 
proportions: A: 0.20, B: 0.30, C: 0.30, D: 0.10, and F: 0.10. The reporter than takes a sample of 90 students who 
took introductory statistics with Mr. Hazzard in the past 2 years and gathers the following information: 

Grade A B C D F 
Number of students 12 26 28 15 9 

The reporter performs the appropriate 𝜒3 procedure to test the hypothesis that the teacher’s grade distribution is 
different from other teachers of introductory statistics.  
 
50. Assuming the 𝜒3 statistic has approximately a 𝜒3 distribution, how many degrees of freedom does the 
distribution have? 
(A) 90   (B) 89   (C) 9   (D) 5   (E) 4 
 
51. Which of the following conditions must be met before the reporter can use the 𝜒3 procedure in this 
situation? 
(A) The distribution of grades in all introductory statistics courses must be approximately normal. 
(B) The number of categories is small relative to the number of observations. 
(C) All the observed counts are greater than 5.  
(D) Each observation was randomly selected from the population of all grades given by the new teacher. 
(E) All expected counts are approximately equal.  
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52. Which of the following represents the expected count of the grade category D? 
(A) [6

\
   (B) (0.10)(90)  (C) (0.10)(15)  (D) .\

"

[6
   (E) (.\"[)

"

[
 

 
53. The grade category that contributes the largest component to the 𝜒3 statistic is 
(A) A   (B) B   (C) C   (D) D   (E) F 
 
54. The computed value of the 𝜒3 statistic for the reporter’s test is 6.074. Which of the following is an 
appropriate conclusion at the 𝛼 = 0.05	significance level? 
(A) Reject 𝐻6: there is convincing evidence that the grade distribution of the new teacher is different from that 
of other teachers.  
(B) Accept 𝐻<: there is convincing evidence that the grade distribution of the new teacher is different from that 
of other teachers. 
(C) Fail to reject 𝐻6: there is insufficient evidence that the grade distribution of the new teacher is different 
from that of other teachers. 
(D) Fail to reject 𝐻6: there is convincing evidence that the grade distribution of the new teacher is different from 
that of other teachers. 
(E) Accept 𝐻6: there is insufficient evidence that the grade distribution of the new teacher is different from that 
of other teachers. 
 

 
ANSWERS 
1. B    21. D    41. C 
2. C    22. D    42. E 
3. C    23. D    43. B 
4. C    24. C    44. E 
5. B    25. C    45. C 
6. C    26. C    46. D 
7. D    27. D    47. E 
8. C    28. B    48. A 
9. E    29. A    49. A 
10. B    30. A    50. E 
11. C    31. B    51. D 
12. D    32. C    52. B 
13. C,A,B   33. C    53. D 
14. D    34. E    54. C 
15. D    35. B   
16. B    36. B 
17. B    37. E 
18. E    38. D 
19. C    39. D 
20. E    40. C 
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2023 AP Exam Practice FRQs 

 
These are mostly FRQs you have never seen or done before.  

 
Some are newer (and therefore more reflective of current trends in 

FRQs), while some are older: it’s good to get practice with both.  
 

I have put the year and question number for each FRQ – if you’d like 
to look up the scoring guidelines for any questions, go to 

https://apstudents.collegeboard.org/courses/ap-statistics/free-
response-questions-by-year .  
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AP STATISTICS: SELECT #6 QUESTIONS 
 

These questions should take approximately 25-30 
minutes. On the AP Exam, they are scored out of 4, 

but are worth 12.5 out of the 100 total points. 
Ideally, you want to score at least a 1 on each of 

these.  
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AP STATISTICS – LAST MINUTE CRAM SHEET 
If you’re going to cram, here are some good ideas. 

 
SCRIPTS/INTERPRETATIONS 
1. Standard deviation – If we randomly select many, many ____________ and calculate the __________ (average, 
proportion, etc.), we will typically (or “on average”) be off by/within _____ of the true ________________ (average, 
proportion, etc.). 
 
Example: A factory randomly samples 100 tortillas and calculates the average diameter. Suppose the sampling 
distribution of the sample mean has a standard deviation of 0.13 inch. 
Interpretation of 0.13: If we randomly sampled 100 tortillas many times and calculated the average diameter, we will 
typically be off by (within) about 0.13 inch of the true average tortilla diameter for all tortillas in the factory. 
 
2. Kinds of samples  
Simple random – no pre-grouping 
Stratified – strategically break into different groups, get some individuals from each group (number individuals in every 
strata) 
Cluster – break into similar groups, get all individuals from some groups (number the clusters, use all individuals from 
selected clusters) 
 
3. Kinds of experiments 
Completely randomized – no pre-grouping 
Blocking – strategically break into different groups, then randomly assign within each group 
 - pick variable that you expect will be associated with the response variable 
Matched pairs – blocking experiment where blocks are of size 1 or 2 
 
4. Scope of inference 
What aspect of a study allows you to infer results to a larger population? Random SAMPLING. 
 Why? Sample should be representative of the population.  
What aspect of a study allows you to conclude causation? Random ASSIGNMENT.  
 Why? Should create groups that are similar in every way that you can’t directly control, so you can  
           attribute any differences to the one variable being manipulated.  
 
5. “In a few sentences, compare/contrast/describe the distributions.” 
Use comparison words (more, less, larger, smaller).  
 
SHAPE: Left skewed, right skewed, approximately normal, roughly symmetric, unimodal, bimodal 
CENTER:  
 - MEDIAN if given: stemplot, dotplot, boxplot, histogram (give approximate or find the class it’s in) 
 - MEAN if given: density curve, sampling distribution 
VARIABILITY:  
 - BOXPLOT: IQR, range, outliers (remember that outliers DO count for range, if you’re going to use  

  that) 
 - DOTPLOT/STEMPLOT: Where is data clustered? Where are the most extreme values? Are there any  

  gaps? Range maybe. 
 - HISTOGRAM: Where is data clustered? Where are the most extreme values? Are there any gaps? 

  You can’t calculate range or IQR.  
 
6. 𝒓𝟐 – ___% of the variability in the y-variable (in context) can be accounted for by the least-squares regression line 
relating the y-variable to the x-variable. 
 
Example: Suppose a least-squares regression line is formed to model the relationship between engine size and fuel 
consumption rate of 50 cars and trucks. The hypothesis is that engine size can help predict fuel consumption rate. The 𝑟 
value is 0.8 and 𝑟# = 0.64. Interpret 𝑟# = 0.64: 64% of the variability in fuel consumption rate can be accounted for by 
the least-squares regression line relating fuel consumption rate to engine size. 
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7. 𝒓 –  Tells the strength and direction of a linear relationship, but not whether the form is linear.  
 
For the example in #2 about engine size and fuel consumption rate, interpret 𝑟 = 0.8 (this is √𝑟#).  
There is a strong, positive relationship between fuel consumption rate and engine size.  
 
8. Confidence interval – We are ___% confident that the interval from _____ to ______ (units) captures the true 
________________ for the population of ______________.  
 
9. Confidence level – In repeated samplings of this same size, ____% of the constructed ____% confidence intervals 
would capture the true _____________ (parameter in context).  
 
Example: A sample of 9,600 Americans looks to estimate the proportion of adults who can name at least 3 Supreme Court 
justices. A 95% confidence interval about the sample proportion is 0.24 ± 0.03. 
 
Interpret the interval: We are 95% confident that the interval from 0.21 to 0.27 captures the true proportion of all U.S. 
adults who can name at least 3 Supreme Court Justices. 
 
Interpret the confidence level: If we took many samples of 9,600 Americans and created a 95% interval about each 
sample proportion who can name at least 3 Supreme Court Justices, 95% of these intervals would capture the true 
proportion for all U.S. adults. 
 
10. P-value – If the null hypothesis is true, the probability that we would see a statistic this extreme or more (in the 
direction of 𝐻-) due to chance is ______.  
 
Example: Researchers believe that, when driving, adults are more likely to miss an exit if they are talking on the phone 
than they are if they are simply talking to a passenger. They randomly assign 50 adults to talk on the phone while using a 
driving simulator and another 50 adults to talk to a passenger while using a driving simulator. 18 of the adults talking on 
the phone miss the exit, while 12 of the adults talking to a passenger miss the exit. The hypothesis are 𝐻.:	𝑝7KL&M −
𝑝7-NN = 0 versus 𝐻-:	𝑝7KL&M − 𝑝7-NN > 0. The P-value for a two-proportion z-test is P = 0.095.  
 
Interpret the P-value of 0.095: (Note: The leg work here is �̂�7KL&M − �̂�7-NN =

(O
P.
− (#

P.
= 0.12.) 

If there is no difference in the proportions of adults who would miss an exit while talking on the phone and who would 
miss an exit while talking to a passenger, the probability we would get a statistic as high or higher than 0.12 by chance is 
0.095.  
 
11. Concluding a hypothesis test 
Because P = _____ >/< _____ = 𝛼, we fail to reject/reject the null hypothesis (in context). We do not/do have convincing 
evidence of the alternative hypothesis (in context).  
 

To help you keep them straight:  
𝑃 < 𝛼 → Reject 𝐻. → Convinced of 𝐻- →	Statistically significant evidence of 𝐻- 

𝑃 > 𝛼 → Fail to reject 𝐻. → Not convinced of 𝐻- →	Not statistically significant evidence of 𝐻- 
 
12. Power 
If this specific value of the alternative is true, there is a ____% chance that we will correctly reject the null hypothesis.  
 
Example: A quality control manager at an apple sauce company must turn away a truck if more than 8% of the apples on 
the truck are defective. He randomly samples some apples and calculates what percent have defects. The power of the test 
against 𝑝 = 0.12 is 0.84.  
Interpret the power of 0.84: If actually 12% of the apples on the truck have defects, there is an 84% chance the manager 
will correctly reject the null hypothesis and turn away the truck. 


